Seismic anisotropy changes across upper mantle phase transitions
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Abstract

The mantle transition zone is believed to play an important role in the thermochemical evolution of our planet and in its deep water cycle. Constraining mantle flow at these depths can help elucidate its nature and better understand mantle dynamics and the history of plate tectonics. Seismic anisotropy, i.e. the directional dependence of seismic wave velocity, provides us with the most direct constraints on mantle deformation. Its detection below ∼250 km depth is challenging, and it is often assumed that the deep upper mantle is seismically isotropic due to a change in mantle deformation mechanism. Here, we present a global model of azimuthal anisotropy for the top 1000 km of the mantle. We used a dataset composed of fundamental and higher mode Rayleigh wave phase velocity maps, which provides resolution of azimuthal anisotropy to much greater depths than in previous studies. Our model unravels the presence of significant anisotropy in the transition zone, challenging common views of mantle deformation mechanisms, and reveals a striking correlation between changes in anisotropy amplitudes and in the fast
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direction of wave propagation where upper mantle phase transitions occur. The newly found relation between anisotropy changes and phase transformations gives new insight on the nature of the MTZ and suggests that the anisotropy originates from the lattice preferred orientation of anisotropic material. While the interpretation of our results in terms of mantle deformation is not straightforward due to many possible scenarios, possible explanations for our findings include recrystallization during phase transformations, or changes in the slip system across the MTZ boundaries, which in turn could be explained by changes in the water content of mantle material, consistent with the idea that the transition zone acts as a water filter.
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1. Introduction

The mantle transition zone (MTZ) is defined by discontinuities in seismic wave velocities at 410 km and 670 km depth. It has long been at the center of the debate between multi- and single-layered circulation models that relates to heat transport and chemical mixing throughout the mantle (Anderson, 1967; Schilling, 1973; Hager and O’Connell, 1979). It was also suggested that the MTZ is a reservoir that collects water transported by subduction of the lithosphere into the mantle (Bercovici and Karato, 2003). Constraining mantle flow at these depths is thus essential to get insight on the nature of the MTZ and to better understand mantle dynamics and the history of plate tectonics.

The seismic discontinuities that delimit the MTZ are traditionally in-
terpreted as being dominated by pressure-induced phase transitions of the olivine structure into wadsleyite at 410 km depth and from ringwoodite to perovskite and magnesiowustite at 670 km depth (Anderson, 1967). Seismic reflection and refraction studies can constrain the depth, size, and sharpness of the associated velocity jumps, which can be compared to experimental data to infer constraints on the thermal and chemical nature of the mantle (Shearer, 2000). These analyses are typically performed using isotropic velocities and therefore do not account for seismic anisotropy. Seismic anisotropy is however a powerful tool that gives us a more complete description of mantle material elasticity, and that can provide some of the most direct constraints on mantle flow patterns since it can result from deformation by dislocation creep during convection (Karato and Wu, 1993).

Two types of anisotropy can manifest themselves in seismic data: radial or polarization anisotropy, describing whether the vertical or horizontal direction is seismically faster, and azimuthal anisotropy, which is the dependence of seismic wave-speed within a horizontal layer. Observations of global and regional seismic anisotropy are abundant in the top ∼200-250 km of the mantle (e.g., Montagner and Kennett (1996); Debayle et al. (2005); Panning and Romanowicz (2006); Yuan and Romanowicz (2010)). Lattice preferred orientation (LPO) of olivine is often invoked to explain shallow mantle seismic anisotropy because it is the most abundant mineral, it has high single-crystal anisotropy (Mainprice et al., 2005), and large individual mineral grains can develop a fabric under high stress, i.e., in the dislocation creep regime (Karato, 1992). Olivine LPO in the lithosphere is often interpreted in term of past tectonic events (Nishimura and Forsyth, 1989), and
asthenospheric anisotropy is regarded as a manifestation of current mantle deformation because the fast direction of wave propagation tends to align with the present-day absolute plate motion (APM) at these depths (Marone and Romanowicz, 2007b).

The detection of seismic anisotropy in the deep upper mantle remains however elusive. Large discrepancies among studies (Montagner and Kennett, 1996; Beghein and Trampert, 2004b; Beghein et al., 2006; Panning and Romanowicz, 2006; Visser et al., 2008b) cast doubt on the ability of intrinsically anisotropic mantle material to align in convective flow at large depths (Karato, 1992). It was also suggested that only the Australian plate displays significant azimuthal anisotropy below 175 km depth, and that anisotropy under other continents is shallower and only weakly correlated to present-day APM (Debayle et al., 2005). These particular results have since been challenged by regional investigations of the north American upper mantle. These more recent studies, which benefited from better data coverage than the earlier work, unraveled anisotropy in the asthenosphere (Marone and Romanowicz, 2007b) and possibly deeper (Kosarian et al., 2011). Multiple global models indicate the presence of radial anisotropy in the MTZ (Montagner and Kennett, 1996; Beghein and Trampert, 2004b; Beghein et al., 2006; Panning and Romanowicz, 2006; Visser et al., 2008b), but uncertainties are large (Beghein et al., 2006). Seismic anisotropy has also been detected inside and below the MTZ using shear-wave splitting (Fouch and Fischer, 1996), but few global models display significant azimuthal anisotropy at these depths. Global MTZ azimuthal anisotropy has been shown to be compatible with long-period Love waves (Trampert and van Heijst, 2002) and coupled free
oscillations (Beghein et al., 2008). However, these studies were no more than tests to estimate the likelihood of MTZ anisotropy, and well-resolved global three-dimensional (3-D) models have been lacking thus far.

The main objective of this study was to model 3-D azimuthal anisotropy in the top \(\sim 1000\) km of the mantle to determine whether seismic anisotropy is present at MTZ depths and to add new constraints on deep upper mantle deformation. For this purpose we employed a dataset composed of the previously published azimuthally anisotropic phase velocity maps of Visser et al. (2008a) constructed for fundamental modes and overtone Rayleigh waves. Modeling seismic anisotropy below \(\sim 250\) km depth has been challenging because the vertical resolution of most datasets decreases with depth. For instance, shear-wave splitting data are integrated measurements along quasi-vertical paths and have therefore poor depth resolution. In addition, many surface wave studies use fundamental modes only, which can only resolve the upper \(\sim 250\) km of the mantle for commonly used periods of 50 s to 200 s. The data employed here are sensitive to much greater depths than in most previous studies and are thus well suited to get new insight on deep upper mantle circulation.

2. Data

The data employed in this study were the degree 20 anisotropic phase velocity maps of Visser et al. (2008a) for Rayleigh wave fundamental modes and the first six overtones at periods comprised between 35 and 175 s (see Fig.1 caption for details). Owing to their dispersive properties surface waves are ideal to put depth constraints on seismic anisotropy and velocities. How-
ever most previous global surface wave inversions of azimuthal anisotropy have been limited to fundamental modes only, which cannot resolve structure beyond \(~\sim\)250 km depth (Nishimura and Forsyth (1989); Montagner and Tanimoto (1991); Debayle et al. (2005)). By using the fundamental modes and overtone data we extended the resolution to the deep upper mantle and top of the lower mantle (Fig. 1).

Visser et al. (2008a) performed their automated dispersion measurements using a model space search approach, which led to more measurements of higher modes than previously published. A difficulty in measuring higher modes is the separation of the overtones. The forward modeling method they employed enabled them however to determine the statistical significance of their measurements for the different modes, i.e., they were able to determine the number of higher modes reliably constrained by the seismograms. Another advantage of their method was that it provided consistent phase velocity uncertainties for all the modes measured.

The authors inverted their path-averaged measurements to construct global anisotropic phase velocity maps. In a slightly anisotropic medium, surface wave phase velocity perturbations $dc$ at a given point on Earth’s surface can indeed be expressed as (Smith and Dahlen, 1973):

$$dc(T, \Psi) = dc_0(T) + dc_1(T)\cos(2\Psi) + dc_2(T)\sin(2\Psi)$$

$$+ dc_3(T)\cos(4\Psi) + dc_4(T)\sin(4\Psi)$$

where $T$ is the period of the wave, $\Psi$ is the azimuth of propagation, and $dc$ is expressed with respect to a one-dimensional (1-D) reference model. $dc_0$ is the phase velocity perturbation averaged over all azimuths and $dc_i (i = 1, ..., 4)$ are anisotropic terms that describe the azimuthal dependence of the
phase velocity. In our study we used the $2\Psi$ anisotropy terms of these phase velocity maps to model 3-D azimuthal variations in vertically polarized shear-wave velocity ($V_{SV}$). Visser et al. (2008a) verified that the phase velocity azimuthal dependence was required by the data and robust within estimated data uncertainties for all the modes considered. The $2\Psi$ anisotropy was even shown to be robust within two standard deviations.

Resolution of the phase velocity maps can be affected by the quality of the data path azimuthal coverage. Visser et al. (2008a) showed that the coverage was very good everywhere for the fundamental modes, yielding little trade-offs between the isotropic and anisotropic terms of equation 1. The number of measured modes decreased with the overtone number, therefore decreasing the ray coverage, especially in the southern hemisphere. This is especially visible in their Figure 1 for the fifth and sixth higher modes in the southeast Pacific, southern Indian ocean, and part of the Atlantic. In continental regions and northwestern and central Pacific the ray coverage is still very good for the higher modes, giving us confidence in the azimuthally anisotropic part of the phase velocities in these regions.

The choice of the damping affects resolution as well. The authors chose an overall damping such that the relative model uncertainty remains constant for all modes. This resulted in phase velocity maps of decreasing resolution with increasing overtone number. Visser et al. (2008a) estimated that on average the $2\Psi$ terms of the fundamental mode phase velocity maps have a resolution comparable to that of a spherical harmonic expansion of degree and order 8, and the $2\Psi$ terms of the higher modes have decreasing resolution down to degree 5. This implies a resolving power of about 5000 km near the
surface, decreasing to $\sim 8000$ km at MTZ depths. Using data with varying resolution is not ideal for depth inversions. However, the inferences made in this paper focus on large-scale anisotropy only. The change in resolution with the type of mode should therefore not strongly affect our results.

Another common source of uncertainty when constructing anisotropic phase velocity maps is the existence of trade-offs between the isotropic (i.e., azimuthally independent) and anisotropic terms of equation 1, which can result in lateral heterogeneities being mapped into the anisotropy. However, with the calculation of resolution matrices Visser et al. (2008a) showed that there was little mapping of isotropic structure into the anisotropy. We can thus safely invert the terms of equation 1 independently of each other and infer information on Earth’s 3-D anisotropy from the models obtained.

3. Methods

3.1. Forward and inverse problem

We used the $2\Psi$ anisotropic terms of equation 1 to constrain 3-D $V_{SV}$ azimuthal variations in the top 1000 km of the mantle. The inversion of the isotropic term $d_{c_0}$ was performed by Visser et al. (2008b) using Love and Rayleigh wave data, and yielded a 3-D model of velocity and radial anisotropy showing that global radial anisotropy with $V_{SV} > V_{SH}$ is likely present inside and below the MTZ with an amplitude between 1 and 2%. Our results are complementary to those previous inferences as they provide constraints on different elastic parameters (Montagner and Nataf, 1986).

We used a singular value decomposition method to solve the inverse problem and followed Matsu’ura and Hirata (1982) to determine how many singu-
lar values to keep in the reconstruction of the model. We inverted the follow-
ing equations that relate phase velocity anisotropy to azimuthal anisotropy at depth:

\[
dc_1(T) = \int [G_c(r)K_G(T, r) + B_c(r)K_B(T, r) + H_c(r)K_H(T, r)]dr \tag{3}
\]

\[
dc_2(T) = \int [G_s(r)K_G(T, r) + B_s(r)K_B(T, r) + H_s(r)K_H(T, r)]dr \tag{4}
\]

where elastic parameters \(G_c(r)\) and \(G_s(r)\) relate to \(V_{SV}\) azimuthal anisotropy, and the other four parameters relate to P-wave azimuthal anisotropy (Montagner and Nataf, 1986). \(K_G(r, T)\), \(K_B(r, T)\), and \(K_H(r, T)\) are the local partial derivatives, or sensitivity kernels, for Rayleigh wave at period \(T\) and radius \(r\), which can be calculated for a given reference model using normal mode theory (Takeuchi and Saito, 1972). The kernels were calculated using model PREM (Dziewonski and Anderson, 1981) for all the modes used here (Fig. 1 and Supplementary Fig. 1).

The fast azimuth of propagation \(\Theta\) and the anisotropy amplitude \(G\) of vertically polarized shear-waves are given by:

\[
\Theta = \frac{1}{2} \arctan(G_s/G_c) \tag{5}
\]

and

\[
G = \sqrt{G_s^2 + G_c^2} \tag{6}
\]

Similarly, \(B = \sqrt{B_s^2 + B_c^2}\) and \(H = \sqrt{H_s^2 + H_c^2}\). \(B\) and \(H\) are however affected by large trade-offs due to the similarity of their partial derivatives (Supplementary Fig. 1), and are therefore poorly resolved. While some researchers choose to neglect them and invert surface wave data for \(G\) only, we solved equations 3 and 4 exactly for all three parameters. We presented
the $B$ and $H$ models in section 4.1 for completeness, but we mostly focus this manuscript on the best-resolved parameter $G$. Equations 3 and 4 were inverted independently and the $G_c$ and $G_s$ models were combined to obtain $G$ and $\Theta$. We verified a posteriori that little trade-offs exist between $G$ and these other parameters (Supplementary Fig. 2), and we performed tests which showed that that the data require $B$ and $H$ to be included in the inversion, and that our results are reliable (Supplementary material).

3.2. Parametrization

We divided Earth’s surface into $2^\circ \times 2^\circ$ cells, and inversions of equations 3 and 4 were carried out at each grid cell. This cell parametrization was designed to follow the same grid as that of crustal model CRUST2.0 (Bassin et al., 2000), which we employed to account for crustal structure (section 3.3). Of course, the lateral resolution of our model is directly controlled by the resolution of the phase velocity maps and is limited to larger wavelengths than the precision of our grid. To insure that we do not interpret features of the model that are not resolved by the data, the $2^\circ \times 2^\circ$ model obtained was expanded in generalized spherical harmonics (Phinney and Burridge, 1973) and filtered up to degree and order 20 to match the spherical harmonic expansion of the phase velocity maps used here.

At every grid cell we parameterized $G_c(r)$ and $G_s(r)$ vertically using 18 cubic spline functions $S_i(r)$ ($i=1,\ldots,18$) of varying depth spacing (Supplementary Fig. 3), similarly to Visser et al. (2008b) who inverted the isotropic component of the dataset used here:

$$G_c(r) = \sum_{i=1}^{18} G^i_c S_i(r)$$

(7)
\[ G_s(r) = \sum_{i=1}^{18} G^i_s S_i(r) \] (8)

An identical depth parametrization was used for \( B_c(r) \), \( B_s(r) \), \( H_c(r) \), and \( H_s(r) \).

3.3. Crustal corrections

The previous generation of 3-D velocity and anisotropy models obtained from surface wave inversions used sensitivity kernels calculated based on the 1-D reference mantle model PREM (Dziewonski and Anderson, 1981). It was however demonstrated that not accounting for 3-D variations in crustal structure and their effect on the partial derivatives can affect 3-D mantle models (Boschi and Ekström, 2002; Marone and Romanowicz, 2007a; Kustowski et al., 2007; Bozdag and Trampert, 2010). Recent studies have performed more accurate crustal corrections, thereby reducing the mapping of crustal structure into the deep mantle (Beghein and Trampert, 2004a; Panning and Romanowicz, 2006; Kustowski et al., 2008; Nettles and Dziewonski, 2008; Visser et al., 2008b; Beghein, 2010; Ferreira et al., 2010; Yuan and Romanowicz, 2010). Here we adopted an approach similar to that of Boschi and Ekström (2002) and determined a set of laterally varying partial derivatives calculated on our \( 2^\circ \times 2^\circ \) grid. At each grid cell we generated a local 1-D model composed of crustal model CRUST2.0 (Bassin et al., 2000) on top of the PREM mantle, and calculated the corresponding partial derivatives.

Examples of kernels and how they are affected by crustal structure are displayed in Supplementary Fig. 4. In that example we selected a local crustal model corresponding to Tibet because this is where the Moho depth differs the most from the PREM Moho depth, and therefore where we expect the
strongest effect on the partial derivatives. The choice of the crustal model affects the sensitivity kernels of fundamental mode Rayleigh waves as expected considering that they are sensitive to relatively shallow structure, but it also affects the sensitivity of the overtones. The effect on the overtone sensitivity amplitude is the strongest near the surface, and we find a 10-20 km vertical shift in the peaks of the sensitivity curves at larger depths as well. This confirms results from a previous study on shear-wave velocity and radial anisotropy partial derivatives (Marone and Romanowicz, 2007a).

4. Results

4.1. The model

Our results unveil the 3-D pattern of azimuthal anisotropy in the upper 1000 km of the mantle and reveal a striking correlation between changes in anisotropy and the location of upper mantle phase transitions. Our root mean square (rms) model amplitude (Fig. 2(a)) has a strong peak of 2% anisotropy at 100 km depth, consistent with recent global models (Debayle et al., 2005). Noteworthy are the three broader peaks at \( \sim 300 \) km, inside the MTZ, and around 800 km depth with \( \sim 1\% \) anisotropy, comparable to amplitudes of radial anisotropy in the deep upper mantle (Beghein et al., 2006; Panning and Romanowicz, 2006; Visser et al., 2008b). Most interestingly, distinct amplitude minima occur in the uppermost mantle and at the MTZ boundaries (Fig. 2(a)), and they are remarkably correlated with high vertical gradients \( d\Theta/dr \) in fast propagation direction (Fig. 2(b)). Another, smaller peak in \( d\Theta/dr \) is visible in the middle of the MTZ, approximately where one would expect the wadsleyite to ringwoodite phase transition to occur. The
average \( B \) and \( H \) models are shown in Supplementary Fig. 5 for completeness, but they should not be taken at face value since they are affected by large trade-offs.

Fig. 3 illustrates 3-D azimuthal variations in \( V_{SV} \) and confirms that the fast axes change across the MTZ boundaries at most locations. The anisotropy pattern of the shallow mantle is consistent with several features of other global studies (Nishimura and Forsyth, 1989; Montagner and Tanimoto, 1991; Debayle et al., 2005): fast axes are perpendicular to most spreading ridges, they follow the convergence direction of the Nazca plate under South America, they are roughly oriented southwest-northeast under the Australian plate at 200 km depth, and north-south in northern Africa. There is also a good alignment between \( \Theta \) and the present-day APM in the uppermost mantle (Supplementary Fig. 6) as seen in other models (Debayle et al., 2005). The APM was calculated using HS3-NUVEL 1A in the no-net rotation reference frame (Gripp and Gordon, 2002).

Additionally, Fig. 4 shows that the best alignment between \( \Theta \) and the APM is found beneath cratons around 250 km depth, and beneath oceans over depth ranges that vary with crustal ages. The fast azimuth \( \Theta \) is subparallel to the APM over the top 200-250 km for young oceans, and progressively changes as age increases. For oceans older than 80 Ma, the alignment with the APM is best between about 150 km and 250 km depth. Supplementary Fig. 7 compares different APM models and demonstrates that HS3-NUVEL 1A in the no-net rotation reference frame generally yields a better agreement with the fast axes than others.
4.2. Effect of reference mantle model and synthetic tests

We first verified that the presence of a discontinuity at 220 km in the reference model does not affect the results by smoothing the sensitivity kernels and performing new inversions. We also tested whether the changes in anisotropy amplitude and the higher $d\Theta/dr$ found at the MTZ boundaries could be artifacts resulting from the MTZ discontinuities included in the reference mantle model. We first checked that the amplitude minima in $G/L$ are not due to the presence of MTZ discontinuities in the reference $L$ model by plotting the rms amplitude of absolute parameter $G$ as a function of depth (Supplementary Fig. 8).

Using synthetic tests we further investigated whether the discontinuities present in the sensitivity kernels at 410 km and 670 km depth could be causing the observed features (Fig. 5 and Supplementary Figs. 9 and 10). These synthetic tests were also used to verify how well our inversion recovers a given input model, with the caveat that they do not account for lateral variations in ray coverage since the data error bars employed in this study are uncertainties averaged over the sphere, as explained below (section 4.5). The reader should also keep in mind that these tests were conducted using sensitivity kernels calculated based on PREM and assuming $B = H = 0$. The tests of Fig. 5 revealed that the input model is generally well recovered with the chosen regularization, and Fig. 5(f) demonstrated that the observed low amplitude of anisotropy found in our model at 410 km and 670 km depths is not an artifact due to the presence of discontinuities in the reference model and in the sensitivity kernels. Supplementary Fig. 9 displays a synthetic test for the relative anisotropy amplitude $G/L$, and shows that the amplitude is
very well recovered in the top 700 km. Around 800 km depth, the recovered amplitude is lower than in the input, and we lose most of our depth resolution beyond that depth. This test also shows that if the input model does not have amplitude minima at 410 km and 670 km depth, they do not appear in the output model. Supplementary Figs. 10 and 11 are synthetic tests designed to assess the ability of our data to resolve several layers of anisotropy. In Supplementary Fig. 10 the layering is simulated by an input amplitude displaying a peak and a change in the fast axis $\Theta$ every 200 km. In this case, the angle and amplitude are very well recovered in the top 700-800 km, but not deeper. In Supplementary Fig. 11 the input model displays a peak every 100 km and a $90^\circ$ change in the fast axis in every layer. Both amplitude and fast axis are well-resolved in each layer in the top 400 km. The recovered amplitude is lower than its input value between 400 and 700 km depth and some vertical smearing of the peak amplitude is visible below that depth. We also observe a slight downward shift of the recovered fast axis compared to the input model below 600 km depth.

4.3. Effect of 3-D crustal structure

In this study we accounted for the effects of 3-D crustal structure on the sensitivity kernels. It should nevertheless be noted that the resulting 3-D model also depends on the accuracy of the crustal model used. In order to test the dependence of our results on the choice of the crustal model, we performed a second set of inversions using partial derivatives based on PREM alone, and compared the new model with the model obtained using laterally varying kernels. Uncertainties on model CRUST2.0 are unknown, but they are likely smaller than the difference between the PREM crust and
CRUST2.0. The difference between the two models should thus constitute an upper limit on model errors owing to uncertainties in crustal structure.

While small differences were found in the 3-D anisotropy, the two sets of kernels led to equivalent results regarding the average $G/L$ and $d\Theta/dr$. Supplementary Fig. 12 shows that using the PREM crustal model led to some changes in the anisotropy rms amplitude, but little differences were found in $d\Theta/dr$, and the two models correlated well above the 95% significance level. Our inferences on the average anisotropy amplitude and fast direction are thus stable with respect to crustal structure. This is similar to a previous study of velocity and radial anisotropy amplitudes (Marone and Romanowicz, 2007a). The authors showed that crustal structure can affect the 3-D velocity model amplitude in the deep upper mantle, but that the 1-D average model structure is stable and does not strongly depend on the crustal correction.

Similarly, we verified that the effect of 3-D mantle structure does not affect the resulting model (Supplementary Material).

4.4. F-tests

Findings of a previously unseen signal of seismic anisotropy in the MTZ need to be accompanied by additional tests to assess whether the data employed truly require deep upper mantle anisotropy. By allowing the model to include anisotropy in the MTZ and below, the data fit improved, but we also increased the number of parameters compared to a model that is isotropic below 410 km or 670 km depth for instance. Models with more parameters are more efficient at explaining the data, but the decrease in misfit is not always significant and warranted by the data. Statistical F-tests (Bevington and Robinson, 2002) give the level of confidence with which the differences
between two misfits are significant. They enable us to compare two inversions obtained with different regularizations and to determine whether the data fit improvement of our model (thereafter referred to as YB13) is mostly due to the increase in the number of parameters and random fluctuations in the data or whether deep anisotropy is constrained by the data.

We performed additional inversions of our dataset in which we imposed the anisotropy to remain above the 410 km depth (model 1) and above 670 km depth (model 2). We conducted F-tests to compare the misfit of each of these new models with YB13. The root mean square amplitudes of the three models are represented in Supplementary Fig. 14(a). We employed the reduced $\chi^2$ to measure the data misfit (Trampert and Woodhouse, 2003):

$$\chi^2 = \frac{1}{N - M} (d - Gm)^T C_d^{-1} (d - Gm)$$

(9)

where N is the number of data, M is the trace of the resolution matrix, $d$ is the data vector ($dc_1(T)$ or $dc_2(T)$ in equation 1), $m$ represents the model parameters, $G$ is the kernel matrix, and $C_d$ is the data covariance matrix.

We calculated the reduced $\chi^2$ misfit and trace of the resolution matrix at each grid cell for our initial $G_c$ and our initial $G_s$ models, as well as for $G_s$ and $G_c$ of model 1 and model 2. For each grid cell we then used a F-test to calculate the probability that YB13 and model 1 are identical and the probability that model YB13 and model 2 are identical. If this probability is low, the misfit reduction is significant and the model with the most parameters is relevant. This procedure resulted in probability maps for $G_c$ (Figs. 6(a) and 6(c)) and for $G_s$ (Figs. 6(b) and 6(d)). Figs. 6(a) and 6(b), which compare model YB13 and model 1, show that the probability that the two models are equivalent is less than 1% at most locations for both $G_c$ and $G_s$. The
probability that the data require $G_c$ or $G_s$ anisotropy below 410 km is thus larger than 99%. Figs. 6(d) and 6(e), which compare YB13 and model 2 show that fewer locations are likely to require $G_c$ and $G_s$ to extend below 670 km depth, probably due to fact that only a few modes among the data used are sensitive to these depths.

However, because the anisotropy amplitude $G$ is obtained by combining $G_s$ and $G_c$ (equation 6), the relevant information to determine whether deep upper mantle or lower anisotropy is needed is contained in panels (c) and (f), which represent the combined results for the two parameters. It is important to note that Figs. 6(c) and 6(f) are not probability maps, but just a visualization of where deep anisotropy is likely present. From a mathematical viewpoint, if events A and B represent the need for deep anisotropy in $G_c$ and $G_s$, respectively, we would need to calculate the probability of having A or B, based on the probability map for A and the probability map for B in order to combine the results for $G_c$ and $G_s$. However, because events A and B are not mutually exclusive, combining them is not straightforward. We thus decided instead to construct Figs. 6(c) and 6(f) simply by associating a blue color to locations where both $G_c$ and $G_s$ have a probability larger than 5% that the models are equivalent, and a white color where either $G_c$ or $G_s$ has a low probability that the models are equivalent. Fig. 6(c) thus demonstrates that at least one of the two elastic parameters ($G_c$ or $G_s$) needs to extend below 410 km depth at almost all latitudes and longitudes, i.e. that global MTZ seismic anisotropy is required by the data. Fig. 6(f)) shows that when combining the $G_c$ and $G_s$ F-test results, we find many grid cells where at least one of the two parameters is likely to be non-zero below the 670 km
depth, even though many locations do not require deep $G_c$ or $G_s$ anisotropy.

Instead of comparing the $G_c$ models and the $G_s$ models at every grid cell separately, a more compact description of the model misfit can be obtained with an average $\chi^2$:

\[
\chi^2 = \sum_{i=1}^{N_p} \left( \chi^2_{s,i} + \chi^2_{c,i} \right) / 2N_p
\]  

where $N_p$ is the number of grid cells, and $\chi^2_{s,i}$ and $\chi^2_{c,i}$ are the reduced $\chi^2$ for $G_s$ and $G_c$ at grid cell $i$, respectively. F-tests performed using these average misfits show that the probability of having anisotropy below 410 km is greater than 99%, and that the probability of having anisotropy below 670 km is greater than 10% (Supplementary Fig. 15).

4.5. Data uncertainties and misfit estimates

The $\chi^2$ used above strongly depends on data uncertainties. However, despite Visser et al. (2008a)’s efforts to quantify phase velocity uncertainties, these are likely not fully characterized, which may affect the F-tests. For instance, theoretical assumptions made to obtain the measurements may bias uncertainty estimates. In addition, the data used here are anisotropic phase velocity maps, which were constructed by inversion of path-averaged phase velocity measurements. Our data are thus Visser et al. (2008a)’s models and our phase velocity map uncertainties result from their posterior model covariance. Both are affected by the regularization they applied. Furthermore, the uncertainties they reported were averaged over the sphere. They vary with the period and overtone number, but they do not change laterally and therefore do not account for the varying ray coverage quality across the globe.
The variance reduction (VR) is another useful measure of data fit and is independent of data uncertainties. We thus calculated the VR averaged for all grid cells and for \( G_c \) and \( G_s \), and compared the values obtained for model YB13 with those obtained for the two models described in section 4.4. We also determined the VR for each overtone separately. Those values are reported in Table 1, and show that while our model explains over 85% of the data, model 1 and model 2 have a VR of only 74% and 80%, respectively. The VR is also much higher for YB13 than for model 1 in each individual data subset. The VR of model 2 is closer to that of YB13, but lower for each data subset.

4.6. Comparison with other models

A quantitative comparison with anisotropy model DPK2005 (Debayle et al., 2005) is shown in Supplementary Fig. 20. We expanded DPK2005 in generalized spherical harmonics and calculated the correlation between the two models up to degree and order 20. This showed that the two models agree with one another above the 95% significance level in the top 275 km. Discrepancies at larger depths are likely due to the different resolving powers of the data since the higher modes used in the present study significantly increased our sensitivity to deep upper mantle structure (Fig. 1) compared to the study of Debayle et al. (2005) who employed fundamental modes only.

Stronger differences can be found between our model and regional models such as that of Marone and Romanowicz (2007b) for North America. However, while the observed discrepancies can be partially attributed to the different datasets, inversion schemes, and regularization applied, another likely contributor is the difference in lateral resolution since our model anisotropy
model has an estimated lateral resolution that is too low to resolve variations within North America.

Large discrepancies are also found between our model and the MTZ model of Trampert and van Heijst (2002). They might be due to different depth resolutions as this earlier work used a smaller dataset than ours, and it was composed of phase velocities for the first two Love wave overtones, which are significantly less sensitive to $V_{SV}$ anisotropy than Rayleigh waves. In addition, uncertainties on Love wave $2\Psi$ anisotropy are typically larger than uncertainties on Rayleigh waves (Visser et al., 2008a), and the separation between fundamental and higher modes is more difficult for Love waves. Finally, Love wave $2\Psi$ terms might also be biased due to Love-Rayleigh coupling as coupling exists in fundamental modes (Sieminski et al., 2007) and cannot be excluded yet for higher modes (Beghein et al., 2008).

4.7. Shear-wave splitting predictions

To verify that our model predicts reasonable shear-wave splitting delay times and fast azimuths we calculated splitting predictions following Montagner and Griot-Pommera (2000). Fig. 7 shows a qualitative overall agreement between predictions and station-averaged measurements. Comparing these two quantities is however not straightforward as they have very different spatial resolutions, and splitting measurements at a given station can differ between studies. Another complication is that our model is global whereas SKS splitting measurements are only available at seismic stations. A quantitative comparison of data and predictions can nevertheless be made using a generalized spherical harmonics expansion of the SKS data. We used the expansion of Becker et al. (2012) up to degree and order 20 (shown in blue
in Fig. 7) and calculated a global correlation of 0.15, which is above the 95% confidence level for a degree 20 expansion.

One long-standing issue when comparing measurements of shear-wave splitting delay times and predictions based on surface wave tomographic models is that the predicted delay times are largely underestimated. Becker et al. (2012) showed that the global distribution of measured station-averaged delay times peaks around 1.1 s whereas delay times predicted by 3-D azimuthal anisotropy models peak around 0.3 s. The authors determined a median delay time of 0.4 s for model DPK2005 using the method of Montagner and Griot-Pommera (2000) calculate the predictions. Fig. 8 shows however that our delay time predictions are closer to the observed values with a median around 0.75 s. This demonstrates that we can better explain shear-wave splitting data with models that include deep upper mantle seismic anisotropy.

5. Discussion

In the upper 200-300 km of the mantle, our 3-D anisotropy pattern is in agreement with previous global studies (Nishimura and Forsyth, 1989; Montagner and Tanimoto, 1991; Debayle et al., 2005), and predicts shear-wave splitting values that are compatible with measurements. If we define the lithosphere and asthenosphere based on the goodness of alignment of Θ with the present-day APM (Fig. 4), we can associate the transition between poor and good alignment with the lithosphere-asthenosphere boundary (LAB). We thus have a lithosphere of about 200 km thickness beneath cratons, which is compatible with a previous anisotropy-based estimate of continental roots
thickness for North America (Yuan and Romanowicz, 2010). The fast azimuth becomes sub-parallel to the APM below that depth down to about 350 km depth, marking the bottom of a layer that we associate with the asthenosphere. Beneath oceans, the alignment of the fast axes with the APM occurs over depth ranges that vary with the age of the ocean floor, as expected from a lithosphere that thickens as it cools down and spreads away from the ridge. In the uppermost mantle our model can thus be interpreted in terms of olivine LPO in response to horizontal shear deformation due to convection in an asthenosphere of varying thickness, depending on the tectonic setting. The anisotropy signal found in the lithosphere ("frozen-in anisotropy") is generally interpreted in terms of past deformation.

Averaged over all longitudes and latitudes, the transition between poor and good alignment with the APM occurs around 80 km depth (Fig. 4), which is also the depth at which we found a maximum in $d\Theta/dr$ (Fig. 2). Similarly, the average depth at which the alignment with the APM breaks down and which might mark the bottom of the asthenosphere is around 250 km (Fig. 4), which is also approximately the location of a maximum in $d\Theta/dr$. We thus interpret the high $d\Theta/dr$ and low G/L amplitude at 80 km depth in Fig. 2 as the global signature of the LAB, and we speculate that the high $d\Theta/dr$ and low anisotropy amplitude found at about 230-250 km depth correspond to the Lehmann discontinuity (Fig. 9). This discontinuity in seismic wave velocity is a major feature of PREM, but is generally not observed under young oceans (e.g., Deuss and Woodhouse (2002)).

For many years, the lack of evidence for seismic anisotropy below \( \sim 250 \) km depth was interpreted in terms of deformation by diffusion creep, in which
case LPO cannot develop (Karato, 1992). Our model demonstrates however that seismic anisotropy is present at least down to the bottom of the MTZ, thereby challenging existing paradigms regarding mantle deformation mechanisms. Olivine LPO could be responsible for the anisotropy detected between 250 km and 410 km depth. High-pressure experiments (Mainprice et al., 2005) suggest indeed that dislocation creep dominate in the deep upper mantle, with a low resulting LPO anisotropy (<2%) that is compatible with our model amplitudes. Deformation at these depths could occur with a different slip system than at shallower depths (Mainprice et al., 2005), which implies that the anisotropy fast axis may not be a good proxy for flow direction in this part of the mantle, contrary to what is generally observed closer to the surface. The change in seismic fast direction found around 250 km depth may thus not reflect a change in shear direction (Fig. 9(b) and (c)).

The newly detected correlation between reduced anisotropy amplitude, changes in fast azimuth of propagation, and the location of upper mantle phase transitions is of particular interest, and strongly suggests that the LPO of MTZ material is at the origin of the anisotropy. LPO of wadsleyite and/or ringwoodite could indeed explain the observed signal in the upper and lower transition zone, respectively, as they have been shown to be intrinsically anisotropic. Wadsleyite single crystal anisotropy is about 14% (Zha et al., 1997), and recent modeling showed that a polycrystal of pyrolytic composition at MTZ conditions can have ~1% seismic anisotropy (Tommasi et al., 2004; Kawazoe et al., 2013), compatible with our model. The intrinsic elastic anisotropy of ringwoodite is more ambiguous. It is often believed to have no intrinsic anisotropy (Kiefer et al., 1997), but some laboratory
experiments showed that both anhydrous and hydrous ringwoodite can be anisotropic (Kavner, 2003). It was also proposed that the detection of MTZ anisotropy could be the signature of volatiles as their presence increases the ductile strain rates of olivine aggregates, resulting in stronger LPO and thus stronger seismic anisotropy (Kavner, 2003). LPO of ringwoodite is thus a possible explanation for the observed global anisotropy in the lower MTZ. In the top of the lower mantle, candidates for LPO are magnesiowustite (Karki et al., 1997) and perovskite (Karato, 1998).

Recrystallization or a change in the slip system of the olivine structure during phase changes could explain both the high gradients in fast direction and the amplitude lows at 410 km and 670 km depth since the anisotropy would be erased during the transitions before building up again. If water is present at these depths (Bercovici and Karato, 2003) it might indeed have a similar effect on the anisotropy of MTZ material as it has on olivine anisotropy at shallower depths (Jung and Karato, 2001). A change in water content owing to differences in olivine and MTZ minerals solubility (Kohlstedt et al., 1996) could then result in a change in the slip system across MTZ boundaries.

Inferring the style of mantle convection from our model is not straightforward owing to the lack of constraints on MTZ anisotropy from mineral physics and to the large uncertainties on radial anisotropy at these depths. According to mineral physics analyses by Tommasi et al. (2004) horizontal shear has to be dominant in the MTZ in order to be compatible with radial anisotropy models showing $V_{SH} > V_{SV}$ (Montagner and Kennett, 1996; Beghein et al., 2006; Panning and Romanowicz, 2006) and with $V_{SV}$ az-
imuthal anisotropy stronger than $V_{SH}$ anisotropy as found by Trampert and van Heijst (2002). Models of radial anisotropy have however large uncertainties at these depths (Beghein and Trampert, 2004b; Beghein et al., 2006) and other results show $V_{SH} < V_{SV}$ in the MTZ (Visser et al., 2008b). Furthermore, a recent mineral physics study argued that wadsleyite aggregates deform with a fast direction for $V_{SV}$ that is perpendicular to the shear plane, i.e. with $V_{SV} > V_{SH}$ in horizontal flow and with $V_{SH} > V_{SV}$ in vertical flow (Kawazoe et al., 2013). Based on results by Visser et al. (2008b) this would translate into horizontal shear, but using other models (Montagner and Kennett, 1996; Beghein et al., 2006; Panning and Romanowicz, 2006) this would result in vertical shear instead.

Keeping these caveats in mind, if we assume that vertically polarized shear-wave fast directions directly reflect mantle flow direction at all depths (i.e., assuming horizontal shear) the global changes in anisotropy amplitudes and directions around 250 km depth and across the MTZ discontinuities could be interpreted in terms of changes in horizontal flow direction, most compatible with layered convection models (Fig. 9a). However, seismic fast directions and mantle flow are not necessarily parallel below $\sim 250 \text{ km}$ depth (Mainprice et al., 2005), and the relation between seismic and intrinsic crystal anisotropy in the MTZ is unknown. A scenario in which plate motion results from shear distributed over a broader layer than traditionally thought cannot therefore be ruled out (Fig. 9b and 9c), as previously suggested in a shear-wave splitting study (Kosarian et al., 2011).
6. Conclusions

We modeled the 3-D variations in SV azimuthal anisotropy in the top 1000 km of the mantle using fundamental modes and overtone Rayleigh wave phase velocity maps (Visser et al., 2008a). These data have much higher sensitivity to deep upper mantle and lower mantle structure than previous datasets. We found a complex pattern of seismic anisotropy that agrees with previous models in the top 250 km of the mantle, but that displays multiple changes in the fast $V_{SV}$ azimuth with depth. A global change in fast azimuth associated with a low anisotropy amplitude was detected around 80 km and 230 km depth, which we attributed to the average signatures of the LAB and of the bottom of the asthenosphere, respectively. We also speculate that the bottom of the asthenosphere might correspond to the location of the Lehmann discontinuity. Most interestingly, we also found a high gradient in SV wave fast direction across the MTZ boundaries and a previously undetected correlation between high gradients in fast axes and a reduced seismic anisotropy amplitude.

Our 3-D model can be interpreted in terms of olivine LPO in the upper mantle associated to horizontal shear deformation down to at least the bottom of the asthenosphere. At larger depths, the interpretation of our results is more difficult because it is highly dependent on mineral physics analyses and on radial anisotropy models, which are both associated with large uncertainties. While we cannot distinguish between layered and whole mantle convection at this stage, our model provides unique new constraints on mantle deformation. Advances toward a better understanding of Earth’s convective pattern will not only require stronger constraints on radial anisotropy
models, but the effects of pressure, melting, water content, and deformation mechanisms and slip systems of MTZ materials will need to be addressed by mineral physicists.
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Figure 1: Rayleigh wave phase velocity partial derivatives calculated for perturbations in parameter $G$ with respect to Love (Love, 1927) parameter $L$ ($L = \rho V_{SV}^2$, where $\rho$ represents the density and $V_{SV}$ is the velocity of vertically polarized shear-waves) using PREM for the fundamental ($n=0$) and higher modes ($n=1$ through 6) employed in this study. We used 79 modes total, including 16 fundamental modes between 35 and 175 s, 16 first overtones between 35 and 172 s, 15 second overtones between 35 and 149 s, 11 third overtones between 35 and 88 s, 8 fourth overtones between 35 and 62 s, 7 fifth overtones between 35 and 56 s, and 6 sixth overtones between 35 and 50 s.

Figure 2: (a) Root mean square of relative azimuthal anisotropy amplitude with respect to elastic parameter $L$. DPK2005 represents the previously published model of Debayle et al. (2005); (b) Root mean square vertical gradient of the fast azimuth of propagation. The gradient was calculated for each grid cell as a function of depth with a 10 km spacing and a 20 km window, after which the rms gradient was determined as a function of depth.

Figure 3: Global 3-D azimuthal anisotropy model. The red bars represent the fast direction of propagation for vertically polarized shear-waves and their length is proportional to the amplitude of the anisotropy. The background grey scale is also indicative of the anisotropy relative amplitude. Plate boundaries are shown by thin black lines. The maximum anisotropy amplitude is displayed on top of each panel.
Figure 4: Deviation of fast azimuth from the APM under stable continents and oceans of increasing ages. The global average is represented by the thin blue line.

Figure 5: Synthetic tests for a variety of input $G_c/L$ or $G_s/L$ models. In all panels the input model has 2\% anisotropy in the top 200 km of the mantle. The input model of panel (a) has no anisotropy below that depth; Input models (b) and (c) include 1.5\% anisotropy in the top and the bottom of the MTZ, respectively; Input model (d) includes 1.5\% anisotropy across the entire MTZ; Input model (e) is identical to input model (d) but also includes 1\% anisotropy in the top of the lower mantle, between 800 km and 900 km depth; Input model (f) has a constant amount of anisotropy through the top 800 km of the mantle.

Figure 6: F-tests performed for $G_c$ ((a) and (d)) and $G_s$ ((b) and (e)) to compare our model with model 1 ((a), (b), and (c)) and with model 2 ((d), (e), and (f)), as described in the main text. White areas in (a) and (b) correspond to places in which the likelihood that anisotropy is not needed below 410 km depth is at most 1\% for $G_c$ and $G_s$, respectively. White areas in (d) and (e) show where the likelihood that anisotropy is not needed below 670 km depth is less or equal to 1\% for $G_c$ and $G_s$, respectively. Light grey areas are associated with a 1-5\% probability. Panels (c) and (f) represent a combination of the $G_c$ and for $G_s$ F-tests, but do not correspond to a probability map (see main text). The white color in (c) therefore shows where anisotropy is likely to be located below 410 km depth, and white color
in panel (f) denotes where anisotropy is likely to be located below 670 km depth.

Figure 7: Comparison between the station-averaged shear-wave splitting data, the degree 20 generalized spherical harmonic expansion of Becker et al. (2012) of the (not-averaged) data, and the model predictions. The data are shown by the grey sticks, the spherical harmonic expansion is in blue, and the model predictions are in red. The station-averaged data shown (http://geodynamics.usc.edu/becker/) is an updated version of that of Becker et al. (2012).

Figure 8: Distribution of shear-wave splitting delay times from the station-averaged database of Becker et al. (2012), compared to predictions based on model DPK2005 (Debayle et al., 2005) (top) and our model (bottom).

Figure 9: Illustration of three possible convection scenarios. The red curve represents the rms anisotropy amplitude. In all cases, frozen-in lithospheric anisotropy overlies anisotropy with fast axes sub-parallel to the APM in the asthenosphere, the thickness of which depends on the tectonic setting (Fig. 4). Fast anisotropy axes change direction below the asthenosphere and in the MTZ. We do not speculate on anisotropy in the lower mantle as our vertical resolution is lower below 700-800 km depth. The changes in the shaded patterns illustrate changes in anisotropy fast axes without necessarily representing the actual fast seismic direction. (a) Plate motion and anisotropy
are caused by shear in the asthenosphere, and deeper anisotropy relates to a different mantle flow direction, decoupled from asthenospheric deformation. Below the asthenosphere, anisotropy fast axes may or may not align with flow direction. (b) Plate motion is caused by a broad shear zone that extends to 410 km depth. Anisotropy fast axes below the asthenosphere do not coincide with APM due to the effects of pressure, melting, water content, and/or deformation mechanisms (Mainprice et al., 2005). The MTZ is characterized by a different flow direction and different fast anisotropy axes that may or may not align with the flow direction; (c) Same as (b) but the shear zone spans at least the top 670 km of the mantle.

Table 1: Average variance reduction (VR) for our model (YB13), a model with no anisotropy below 410 km (model 1), and a model with no anisotropy below 670 km (model 2). These are the same models as those used for the F-test presented in the main manuscript. The VR was calculated for each data subset of overtone number n and for all data together (n=0-6).
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Figure 9:
<table>
<thead>
<tr>
<th></th>
<th>n=0</th>
<th>n=1</th>
<th>n=2</th>
<th>n=3</th>
<th>n=4</th>
<th>n=5</th>
<th>n=6</th>
<th>n=0-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>YB13</td>
<td>0.858</td>
<td>0.895</td>
<td>0.861</td>
<td>0.827</td>
<td>0.802</td>
<td>0.698</td>
<td>0.680</td>
<td>0.856</td>
</tr>
<tr>
<td>model 1</td>
<td>0.800</td>
<td>0.748</td>
<td>0.736</td>
<td>0.709</td>
<td>0.643</td>
<td>0.615</td>
<td>0.417</td>
<td>0.742</td>
</tr>
<tr>
<td>model 2</td>
<td>0.840</td>
<td>0.835</td>
<td>0.808</td>
<td>0.800</td>
<td>0.756</td>
<td>0.663</td>
<td>0.501</td>
<td>0.804</td>
</tr>
</tbody>
</table>

Table 1: