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[1] There is abundant observational evidence for strike-slip displacement on the surface of
Europa. Strike-slip motion between crustal blocks produces shear heating and an increase in
temperature. We model the shear heating within the ice crust using a two-dimensional, finite
difference formulation, with a near-surface brittle layer of constant specified thickness and a
Newtonian ductile layer beneath. We obtain a maximum temperature anomaly of 66 K for a brittle
layer thickness of 2 km and shear velocity of 6 � 10�7 m s�1. Such a velocity is appropriate for
diurnal (85 hour) tidal motion. The local increase in temperature may cause �100 m uplift around
the shear zone through thermal buoyancy. The stresses required to produce velocities of order
10�7 m s�1 are similar to estimates for present-day tidal stresses on Europa (104–105 Pa). Brittle
layer thicknesses >2 km are unlikely to persist at active shear zones because of the effect of shear
heating. Shear velocities greater than or equal to �10�6 m s�1 will give rise to melting at
shallow depths. The removal of material by downwards percolation of meltwater may cause
surface collapse along the shear zone; inward motion, leading to compression, may also result.
The combination of thermally or compression-induced uplift and melt-related collapse may be
responsible for the pervasive double ridges seen on Europa’s surface. INDEX TERMS: 5475
Planetology: Solid Surface Planets: Tectonics (8149); 6218 Planetology: Solar System Objects:
Jovian satellites; 8120 Tectonophysics: Dynamics of lithosphere and mantle—general; 8160
Tectonophysics: Rheology—general; KEYWORDS: ice, shear zone, melting, viscosity, brittle-ductile
transition

1. Introduction

[2] On the Earth the movement of plates creates areas in
which relative lateral motion occurs. Such shear zones occur at
strike-slip plate boundaries and also at subduction zones [Yuen et
al., 1978]. Near the surface this motion is confined to a fault
plane, but at depth it is likely to be accomplished by ductile
flow. In both cases, shear heating may result. In the ductile
regime it has long been recognized [Turcotte and Oxburgh,
1968] that this heating may reduce the viscosity of the deform-
ing material and thus alter the heat generation rate, leading to
feedback. Under certain circumstances the feedback is positive,
and a thermal runaway may occur, possibly resulting in melt
generation.
[3] Convincing evidence has been presented for the existence of

strike-slip zones with displacements of 1–10 km on Europa [Tufts
et al., 1999; Hoppa et al., 2000]. Such motion is a plausible result
of the accommodation of tidal strain in a crust broken into mobile,
rigid blocks and will have an amplitude of �1 m for present-day
diurnal tides [Greenberg et al., 1998]. Double ridges are usually
associated with areas of strike-slip motion [Hoppa et al., 2000].
These ridges consist of paired rises, 1–2 km apart with an
elevation of �100 m and a central valley between [Head et al.,
1999; Giese et al., 1999].
[4] In this paper we extend the work of Stevenson [1996] and

Gaidos and Nimmo [2000] to explore the quantitative consequen-
ces of strike-slip motion and investigate the circumstances under
which the generation of melt may occur. We also suggest a

mechanism by which strike-slip motion may lead to the formation
of double ridges.

2. Theory

[5] The stress td required to produce ductile flow in silicate or
icy materials can be described by the stress-strain rate relationship
[Durham et al., 1997]

td ¼
_e

A

� �1=n

exp Q=nRTð Þ; ð1Þ

where e
:
is the strain rate, n is a constant, Q is the activation energy,

R is the gas constant, T is the temperature, A may be constant or a
function of T, and the effects of grain size dependence are
neglected.
[6] This stress is clearly strongly temperature-dependent. Con-

versely, the shear stress tf required to cause motion on a preexist-
ing planar surface (a fault) is given by

tf ¼ ms; ð2Þ

where s is the normal stress on the fault and m is the coefficient of
friction. The material will move by whichever mechanism requires
lower stress: at shallow levels, where temperatures are cold,
deformation will be accomplished by brittle motion; at greater
depths, viscous flow will occur. On Earth the depth at which the
transition from brittle to ductile deformation occurs [Brace and
Kohlstedt, 1980] has been linked to the observed depth distribution
of crustal earthquakes [Sibson, 1982; Chen and Molnar, 1983].
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The temperature at which the transition occurs will be referred to as
TD. The depth to the brittle-ductile transition increases with
increasing strain rate but decreases with increasing thermal
gradient. Pappalardo et al. [1999] estimated that TD for Europa
was 180–200 K for a strain rate of 2 � 10�10 s�1, depending on
thermal gradient, and Golombek and Banerdt [1990] obtained
values of around 120 K at a strain rate of 10�15 s�1.
[7] In the brittle part of the crust the heat generated per unit area

Hf by shear motion on a fault plane is given by

Hf ¼ mrgzu; ð3Þ

where r is the density, g is the acceleration due to gravity, z is the
depth below the surface, and u is the shear velocity. Note that we
are assuming that the dynamical friction coefficient m is the same as
for equation (2). For a fault plane that extends to a depth D within a
semi-infinite medium, the maximum temperature rise �T in steady
state occurs at the base of the fault and is given by Stevenson
[1996]

�T ¼ mrgD2u0

2pk
; ð4Þ

where k is the thermal conductivity and u0 is the velocity change
across the fault.
[8] In the ductile part of the crust the heating Hv per volume of a

viscous fluid undergoing shear is given by

Hv ¼ h
@u

@x

� �2

; ð5Þ

where h is the effective viscosity. For a time-dependent velocity the
above equation describes the time-averaged heat generation rate if
the RMS velocity is used. This heat generation rate will produce an
increase in temperature within the shear zone. The viscosity of
most geological materials, including ice, tends to decrease with
increasing temperature. Thus the temperature will reach some
equilibrium value at which Hv is balanced by conduction of heat
out of the zone. If the stress, rather than the velocity, is specified,
the shear heating may lead to a thermal runaway [Lockett and
Kusznir, 1982].
[9] Within the ductile zone, and neglecting an inertial term, the

steady state horizontal velocity field is defined by

r hruð Þ ¼ 0: ð6Þ

[10] The effective viscosity of ice, (=td/e
:
), can be defined using

equation (1). However, to allow comparison with the analytical
solution of Yuen et al. [1978] (see below), we adopt the following
form for the viscosity

h ¼ T

2B
exp Q=RTð Þ; ð7Þ

where B is a constant and other terms are defined above. This
simplified form is equivalent to assuming that n = 1 in equation (1),
i.e., that the material is Newtonian.
[11] Given the shear heating, the evolution of the temperature

field, T, may be calculated. The shearing velocity is perpendicular
to the plane of interest, and in two dimensions we assume that the
vertical component of velocity is small (see section 6). We there-
fore ignore advection and write

@T

@t
¼ kr2T þ H

rCp

; ð8Þ

where Cp is the specific heat capacity, k is the thermal diffusivity,
and H is the heat generation per unit volume.
[12] In a purely viscous case, given a set of boundary con-

ditions, equations (6), (7), and (8) can be solved to calculate the
evolution of velocity and temperature with time [Yuen et al., 1978;
Fleitout and Froidevaux, 1980; Lockett and Kusznir, 1982; Jacob-
son and Raymond, 1998]. In rheologically complex materials such
as ice the viscosity also depends on the strain rate, @u/@x; although
analytical solutions to this more complex problem do exist [Fleit-
out and Froidevaux, 1980], for computational simplicity we have
neglected this effect. It will later be shown that the viscous heating
is generally minor compared to the brittle heating, and thus the
rheological details are probably of secondary importance.
[13] Yuen et al. [1978] solved the above equations for a one-

dimensional (1-D) viscous shear zone defined by u = ±u0/2 at
x = ±1 and T = T0 at t = 0. They found that in steady state

u20 ¼ 16kB E1

Q

RTc

� �
� E1

Q

RT0

� �� �
; ð9Þ

where Tc is the temperature at the center of the shear zone, k is the
conductivity, and E1 is the exponential integral [Abramowitz and
Stegun, 1970]. For this geometry the lateral extent of the temperature
anomaly increases with the square root of time (as expected for
thermal diffusion), but the peak temperature remains constant. For
cases in which Tc 
 T0, and using equation (7), we obtain

T 2
c ¼ u20hcQ

8kR
; ð10Þ

where hc is the viscosity at the center of the shear zone. Thus the
temperature rise increases with velocity and viscosity and decreases
with thermal conductivity, as expected. Fleitout and Froidevaux
[1980] show that the same formula is also a very good
approximation for non-Newtonian materials.

3. Model

[14] The mean surface temperature on Europa is �120 K
[Ojakangas and Stevenson, 1989], whereas the base of the ice
shell is around 270 K (the solidus temperature), so thermal
gradients, and hence gradients of effective viscosity, must exist
within the crust. Moreover, images of the surface show pervasive
brittle deformation [Pappalardo et al., 1999], whereas it is likely
that deformation near the base of the crust will be taken up by
ductile motion [Pappalardo et al., 1998]. The near-surface temper-
ature structure will be controlled by the surface boundary con-
ditions, whereas temperatures at depth will also be influenced by
lateral heat transport. We have therefore constructed a 2-D numer-
ical model that incorporates both brittle and ductile shear heating
and both vertical and lateral heat transport.
[15] Figure 1 illustrates the geometry of our model. The box

width (x direction) is w, and the velocities at the two sides are +u0/2
and �u0/2, respectively. The thickness of the box (z direction) is h
and consists of an upper, brittle layer of thickness D overlying a
ductile layer. The thickness of the brittle layer is constant in both
space and time. In the upper layer the velocity varies with position
as a step function centered on the fault zone. To avoid this
singularity, the velocity variation at the top of the ductile layer is
specified to take place within a narrow zone (see below). The
vertical gradient of velocity at the base of the crust is set to zero.
[16] We wish to find the steady state temperature and velocity

distribution and use a finite difference method in two dimensions,
where the grid spacings in the x and z directions are in general
unequal. The model consists of a ductile layer, with equal numbers
of nodes in the x and z directions, and a brittle layer on top with the
same node spacing in x and z (see Figure 1).
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[17] We first solve for the velocity in the ductile layer (equation
(6)), given the specified boundary conditions and using successive
overrelaxation [Press et al., 1992]. We then calculate the temper-
ature distribution throughout the entire crust. For the ductile layer
we calculate the resulting heat generation rate H using [Jacobson
and Raymond, 1998]

H ¼ h
@u

@x

� �2

þ @u

@z

� �2
" #

: ð11Þ

[18] In the brittle layer the heat generation is set to zero
everywhere except the central node in each layer. For this position
we calculate the heat generation rate per unit volume using
(compare with equation (3))

H ¼ mrg j�zuo

�x
; ð12Þ

where �x and �z are the grid spacings and j is the number of grid
nodes beneath the surface. We discuss the effect of this
approximation in Appendix A.
[19] The temperature field is then updated using a finite

difference approximation of equation (8), with the appropriate
value of H used for each node. We use an adaptive time step
such that the maximum temperature change for any iteration
never exceeds 0.01 K, and the time step does not exceed the
Courant criterion. The updated temperature field is then used to
recalculate the viscosity within the ductile layer using equation
(7), and the whole process is iterated until convergence is
obtained. Because the coupling between velocity and temper-
ature is quite weak [Jacobson and Raymond, 1998], we updated
the velocity every 100 time steps. Updating the velocity every
time step resulted in a change in the final maximum temperature
anomaly of <1 K.
[20] In some cases, T may exceed the melting temperature Tm,

here assumed to be 270 K independent of depth. In such locations,
T is fixed at Tm, and we calculate the melt generation rate by
assuming that the heat generation in areas where melting occurs is
balanced by the consumption of latent heat due to melting.

[21] The velocity boundary condition at the top of the ductile
layer, which we also use as our initial velocity profile throughout
the layer, is given by

u xð Þ ¼ u0 tan�1 x=xlð Þ=p; ð13Þ

where xl determines the width of the surface fault zone. The
vertical velocity gradient at the base of the layer is specified to be
zero, and the side velocities do not change from their initial values.
The initial temperature profile is conductive:

T zð Þ ¼ Ts þ z Tb � Tsð Þ=h; ð14Þ

where Ts and Tb are the temperature at the surface and base,
respectively. Temperatures at the surface and base are constant and
do not change from the initial conductive solution (equation (14))
at the sides.
[22] Our boundary conditions are simplified in that we assume a

velocity constant in time and orientation, while the real case may
include a unidirectional component superimposed on a cyclical
motion at the tidal timescale [Hoppa et al., 1999]. The simplified
boundary conditions are probably justified as long as the velocity
varies on a timescale that is fast compared to the thermal diffusion
timescale.

4. Parameters

[23] Equations (4) and (10) show that the temperature rise is
heavily dependent on the shear velocity. There are two deformation
timescales of interest on Europa. The cyclical displacement asso-
ciated with diurnal (� 85 hours) tidal stresses may approach 1 m
[Greenberg et al., 1998], leading to velocities of order 10�6 m s�1.
However, the net displacement over each tidal cycle, which leads
to the gradual development of strike-slip offsets [Hoppa et al.,
1999], may be considerably smaller. If the observed displacements
of 1–10 km occur over the timescale for asynchronous rotation
[Hoppa et al., 1999], the velocities are of order 10�8 – 10�10 m
s�1, based on a rotation timescale of 104 – 105 a [Hoppa et al.,
2000]. We therefore investigate a range of velocities appropriate to
both diurnal and asynchronous timescales.
[24] In the ductile zone, viscosity has a large effect on the

temperature rise. The viscosity of ice is affected by factors such as
grain size [Durham et al., 1997] that are not well known for
Europa. We therefore elected to define the viscosity in a simple
way and then vary the important parameters over the likely range
to investigate the sensitivity of our results. We define the reference
viscosity h0 as that given by equation (7) at a reference temper-
ature, T0. For T0 = 250 K, h0 for ice probably ranges from 1013 to
1015 Pa s [Pappalardo et al., 1998, Figure 2]. Ice is generally non-
Newtonian with a value of Q/n (see equation (1)) of 15–30 kJ
mol�1 [Goldsby and Kohlstedt, 2001]. Since equation (7) assumes
a Newtonian rheology (n = 1), we used Q = 20 kJ mol�1 and
discuss the effect of varying this parameter in section 6.
[25] For brittle deformation, equation (4), D and m are the most

important variables. The coefficient of friction of ice-ice motion
varies from about 0.1 to 0.6, depending on velocity and pressure
[Kennedy et al., 2000]. Here we adopt a value of 0.1 because it is
characteristic of situations in which melting occurs and because it
will provide a conservative (lower) bound on the temperature
increase produced. The thickness of the brittle layer, D, has been
estimated from the scales of various surface landforms to be 0.4–3
km [Pappalardo et al., 1999; McKinnon, 2000]. Since D is
probably thermally controlled, it is important to verify that the
temperature structure obtained assuming a particular value of D is
consistent with the likely temperature TD that defines the brittle-
ductile transition (see section 5).

Figure 1. Diagram of model geometry. Dotted lines show
approximate location of shear zone. Shaded area is brittle zone,
xl is the characteristic width of the shear zone (see equation (13)),
and Ts and Tb are surface and base temperatures.
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[26] The total thickness of the ice shell is not certain. Although
magnetometer data [Kivelson et al., 2000] indicate that part of the
shell is liquid, it does not constrain the liquid thickness. Geological
observations do not distinguish between thin (�5 km) and thick
(�30 km) crusts [Pappalardo et al., 1999; Carr et al., 1998],
mainly because of the expected weakness of ice near the melting
temperature.
[27] The initial values of the constants used are tabulated in

Table 1, and the effect of varying them is addressed in section 6.
Table 2 shows the grid spacings used for different values of D and h.

5. Results

[28] We first verified that our model could reproduce the
analytical results for both purely brittle and purely ductile defor-
mation. Further details of this step, and investigations of the
sensitivity of the model to varying the grid resolution, are given
in Appendix A.
[29] Figure 2 shows the results using the parameters listed in

Table 1, in which D = 2 km, h0 = 1014 Pa s, and uo = 6 � 10�7 m
s�1. This velocity is appropriate if the deformation occurs over
diurnal timescales (see section 4). Figure 2a shows the velocity
within the ductile layer as a function of position. The velocity field
within the ductile layer is fixed by the velocity profile at the top of
the ductile layer, but it becomes more broadly distributed with
depth as the lateral viscosity gradient decreases. The shear heating
(Figure 2b) increases with depth through the brittle zone owing to
the increasing overburden pressure (equation (3)) but decreases
through the viscous zone because of the reduction in viscosity and
velocity gradient (equation (5)). This distribution of heat gener-
ation causes the temperature anomaly (Figure 2d) to be highest
near the base of the brittle zone. The overall temperature (Figure
2c) increases toward the shear zone, as expected, and the viscosity
distribution mirrors this pattern.
[30] Figure 3 shows vertical profiles of temperature and shear

stress through the crust for the case shown in Figure 2. The shear
stress t at any point in the ductile layer is given by

t ¼ h
@u

@x

� �
: ð15Þ

[31] The ductile shear stress can thus be calculated. In the brittle
layer the shear stress is simply the product of the overburden
pressure and the coefficient of dynamic friction.
[32] Figure 3a shows that the temperature anomaly is greatest

around the base of the brittle layer, as is the stress. The temperature
at the base of the brittle layer is around 200 K, which is similar to
the brittle-ductile transition temperature of Pappalardo et al.
[1999]. The stress decreases below the base of the brittle layer

owing to the reduction in viscosity with increasing temperature.
The stresses calculated (�105 Pa) are comparable to those esti-
mated to arise owing to tidal forces, �104–105 Pa [Greenberg et
al., 1998]. A thicker brittle layer D would increase both the
maximum temperature anomaly and stress, but these maxima
would still occur around the base of the brittle layer. As noted
above, an increase in D would cause the model temperature at the
base of the brittle layer to exceed the likely temperature TD that
defines the brittle-ductile transition. This is a point we discuss
further below.
[33] Figure 2d shows that the maximum temperature anomaly is

66 K. The local surface heat flux is also elevated relative to the
surroundings: the background heat flux is �15 mW m�2 but
increases to �100 mW m�2 over the center of the shear zone.
This increase is large compared to the estimated radiogenic heat
flux from the silicate interior of 8 mW m�2 [Schubert et al., 1986].
[34] Figure 2 shows that the shear heating causes the steady state

isotherms at the shear zone to become more shallow. Since the
thickness of the brittle layer D is in reality likely to be temperature-
dependent, the temperature at depth D from the numerical modeling
must eventually equal the temperature at which the brittle-ductile
transition is predicted to take place from rheological arguments. The
timescale over which this equalization will take place is the thermal
diffusion timescale, �105a for a 2 km thick brittle layer.
[35] The temperature at the base of the brittle layer TD may be

obtained by using equations (2) and (7) to find the point at which
td = tf. We calculated the viscosity as a function of depth for each
model using equation (7) and the near-surface model thermal
gradient and thus derived the ductile stress using td = he

:
. The

strain rate e is given by uo /w (see Table 1). For the parameters in
Table 1, the strain rate was 2 � 10�11 s�1, and the thermal gradient
was �40 K km�1 and TD = 170 K.
[36] Figure 4 shows the brittle-ductile transition temperature TD

calculated as described above for different values of h0. As
expected, TD increases with increasing strain rate or increasing
reference viscosity. Figure 4 also plots the steady state temperature
at the base of the brittle zone as a function of u0 and D for the
numerical model. The temperature at the base of the brittle zone
increases with D and u0. The effect of increasing h0 is to cause a
larger increase in temperature if D is small, because viscous
heating is then more important. Only those models for which the
numerical calculation of the temperature at the base of the brittle
layer equals TD are stable over time. Brittle layers that are initially
of greater thickness will become shallower with time owing to the
heating caused by shear motion. For brittle layers thicker than 2 km
the predicted temperature at D always exceeds the likely value of
TD. For brittle layers with D � 2 km there is a range of model
brittle thicknesses that are compatible with the rheological con-
straints. As shear velocities increase, smaller brittle thicknesses are
stable. Thus an important conclusion from this study is that the
long-term brittle layer thickness at shear zones is unlikely to be >2
km for the range of shear velocities considered.
[37] Figure 5a plots the maximum temperature anomaly as a

function of shear velocity and brittle layer thickness. At low
velocities and low values of D the ductile layer is cold and viscous
and thus contributes substantially to the shear heating. Under these
conditions the total temperature anomaly is greater than that

Table 1. Constants Used in Numerical Calculation

Quantity Units Value

Ts K 120
Tb K 270
T0 K 250
Cp J kg�1K�1 2100
h0 Pa s 1014

m – 0.1
Q kJ mol�1 20
r kg m�3 1000
u0 m s�1 6 � 10�7

g m s�2 1.3
xl km 0.3
h km 20
w km 30
D km 2
k W m�1K�1 2

Table 2. Grid Spacings Used for Different D and h

h, km D, km Brittle Nodes Ductile Nodes �x, km �z, km

20 0 0 54 0.566 0.377
20 1 5 77 0.395 0.250
20 2 7 54 0.566 0.333
20 4 11 40 0.769 0.400
20 6 19 42 0.732 0.333
30 2 5 56 0.545 0.500
10 2 7 24 1.304 0.333
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expected from the purely brittle analytical solution (equation (4)).
At higher velocities and values of D the contribution of the ductile
layer becomes progressively less important; however, as was noted
above, values of D > 2 km are unlikely to persist for long periods
because the temperature at the base of the model brittle zone
exceeds TD. Figure 5a also plots the temperature anomaly for a
purely viscous case (D = 0 in Table 2). At low shear velocities the
temperature anomaly is larger than for the brittle cases because the
brittle heating depends on the shear velocity (equation (3)),
whereas the viscous heating depends on the velocity gradient
and the viscosity (equation (5)). Both of these are high at shallow
depths, where the majority of heating occurs. Figure 5b plots the
effect of varying the ductile layer reference viscosity on the
temperature anomaly. As expected, the lower the reference vis-
cosity, the smaller the deviation from the purely brittle analytical
solution (equation (4)).
[38] For temperature anomalies greater than �100 K, melting is

likely to occur and will be centered near the base of the brittle zone
(see Figure 3a). Figure 5a shows that for D = 0 and D = 1 km,
melting is likely to occur for values of u0 � �10�6 m s�1. Larger
values of D would produce melting at slower velocities, but Figure
4 shows that these values are unlikely to be compatible with the
long-term, rheologically determined depth to the brittle-ductile
transition. By equating the heat generation rate in the nodes where
melting occurs with the latent heat of ice, melt generation rates of
�10�6–10�5 m2 s�1 are obtained. Using a purely viscous model,
Gaidos and Nimmo [2000] predicted similar melt generation rates
for velocities of the same order. All these values are likely to be
only approximate, as melting will probably alter variables such as
the coefficient of friction and viscosity.

6. Discussion

[39] Figure 5a shows that shear heating is dominated by the
brittle layer except at low velocities or small values of D. However,
large values of D produce a temperature structure that is not likely
to be stable over time, since the temperature at the base of the

Figure 2. Cross sections perpendicular to shear plane for parameters listed in Table 1. Shear zone is at center. Box is
30 km wide and 20 km deep; brittle layer is 2 km thick. (a) Contours of velocity. Contours are evenly spaced at
intervals of 0.6 � 10�7 m s�1. (b) Contours of log of heat generation, evenly spaced at 0.5 log units. (c) Temperature
contours. Surface temperature is 120 K, base temperature is 270 K, and contour interval is 15 K. (d) Temperature
anomaly relative to conductive solution. Contour interval is 10 K; max value is 66 K.

Figure 3. Temperature and stress profiles plotted at intervals
from center of shear zone for D = 2 km and u0 = 6 � 10�7 m s�1.
(a) Temperature profile at evenly spaced intervals from center of
zone. (b) Stress profile at center of zone.
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brittle zone exceeds the rheologically determined temperature TD.
Thus, although the analytical model used by Stevenson [1996] is
appropriate to Europa if D � �4 km, we consider it unlikely that
moving shear zones will develop long-term brittle thicknesses that
are this large. In our models, values of D are unlikely to exceed 2
km if shear motion persists for longer than �105a, and melt
generation is likely at shear velocities greater than or equal to
�10�6 m s�1. Such shear velocities are likely only if Europa is
deforming at diurnal timescales and imply a geologically active
satellite; at present, no ongoing geological activity has been
detected [Phillips et al., 2000].
[40] It is important to examine the robustness of these con-

clusions to the considerable uncertainties in the parameters.
Although neither the width nor the depth of the real situation on
Europa is well constrained, the model box depth h does not have a

significant effect if brittle heating is dominant. We found that for
the case in Table 1, increasing h from 20 km to 30 km increased the
temperature anomaly by 2 K at u0 = 10�8 m s�1 and 14 K at u0 =
10�6 m s�1. For the base case, increasing the box width by a factor
of 2 changes the maximum temperature by <5%. Changing the
width of the surface deforming zone, xl, by a factor of 3 changes
the maximum temperature by <0.5% in the base case. Hence the
results presented above are relatively insensitive to the exact
dimensions used in the model. On the other hand, they are highly
sensitive to the assumed velocity and rheology. For instance,
increasing Q to 30 kJ mol�1 increases the temperature anomaly
from 66 K to 78 K, roughly in line with equation (10). The effect of
changing h0 is also considerable, as seen in Figures 4 and 5.
[41] Head et al. [1999] speculated that shear zone heating might

lead to diapirism and uplift. Our results show that the heating, and
hence the lateral temperature contrasts, are greatest at the base of
the brittle layer. Assuming that a rising diapir can be modeled as a
Stokes body, using a near-surface viscosity value of �1017 Pa s
and a density contrast of 10 kg m�3 results in a vertical velocity of
a few centimeters per year. This velocity will produce substantial
displacement if the strike-slip zones are active over even a small
fraction of the estimated surface age of �50 Myr [Pappalardo et
al., 1999]. Thus zones of viscous dissipation are natural places to
expect to see evidence of diapiric activity. The expected vertical

Figure 4. (a) Plot of temperature at base of brittle layer from
model and rheologically determined temperature to base of brittle
layer (from equations (2) and (7)). Thin lines are model results for
different thicknesses of brittle layer D. Bold line is rheologically
determined temperature TD (see text). Reference viscosity h0 is
1015 Pa s. Velocity plotted is u0/2. (b) As for Figure 4a but for h0 =
1014 Pa s. (c) As for Figure 4b but for h0 = 1013 Pa s.

Figure 5. (a) Maximum temperature anomaly as a function of
shear velocity and brittle layer thickness, D. Solid lines are from
numerical model, bold dashed line is from numerical model with
D = 0, and thin dashed lines are from analytical solution (equation
(4)). Parameters used in model are given in Table 1. Velocity
plotted is u0/2. (b) Effect of ductile zone reference viscosity on
temperature anomaly. Solid lines are numerical results using
different values of h0 and D = 2 km; dashed line is analytical result
for purely brittle case using equation (4).
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velocity value is slower than the strike-slip velocities that cause
such temperature anomalies and thus justifies the neglect of
vertical velocities in the original formulation. We note, however,
that if convection is occurring [Pappalardo et al., 1998; McKin-
non, 1999], our assumptions of conductive heat transfer and zero
vertical velocity will not be correct.
[42] Even if the near-surface ice viscosity is too high to allow

appreciable diapiric motion, the warm ice will still be buoyant and
thus exert an upward stress. The resulting flexural uplift s will be
approximately given by [Turcotte and Schubert, 1982]

s � r2a �T
rg
D

� �1=4
; ð16Þ

where r is the characteristic length scale of the buoyant ice, a is the
thermal expansivity (= 1.4 � 10�4 K�1), �T is the temperature
contrast, and D is the flexural rigidity. Assuming an elastic
thickness of 0.5 km [Williams and Greeley, 1998], a Young’s
modulus of 1 GPa [Vaughan, 1995], r = 5 km, and �T = 50 K
results in a flexural uplift of �100 m. The lateral extent of the
uplift is controlled by the flexural parameter and in this case will be
�2 km. Both the vertical and lateral extent of the predicted uplift
are similar to the observed double ridge characteristics [Giese et
al., 1999].
[43] In both cases, cessation of strike-slip motion will cause the

uplift to decay over the thermal diffusion timescale (�105a). Thus,
if either explanation is correct, ridges are indicative of recent
strike-slip motion. However, as pointed out below, if melting
occurs, the ridges may not be supported by thermal effects and
thus do not have to be recent features.
[44] We demonstrated above that velocities in excess of �10�6

m s�1 may result in melting, at rates of �10�6–10�5 m2 s�1.
Gaidos and Nimmo [2000] argued that melt fractions greater than
�1% will allow the water to percolate downward as rapidly as it is

produced. If melt is being generated and continuously removed to
the interior, voids will be formed. The draining of melt downward
may lead to vertical motion of the matrix, resulting in local
thinning of the crust and sagging at the surface. The voids may
also be partly closed by inward motion of the ice, in which case
compression will result. The downward sagging, accompanied by
either thermal or compression-induced upwarping, may be respon-
sible for the formation of double ridges on Europa (see Figure 6).
Ridges formed by the compression mechanism are not thermally
supported and will thus persist once strike-slip motion has ceased.
[45] There are a number of ways in which our analysis of

melting is unlikely to be correct in detail. First, the assumption
of a constant brittle layer thickness D is unlikely to be correct,
as discussed above. However, even in the complete absence of a
brittle layer, melt will still be generated for sufficiently large
velocities, as shown by Figure 5a. Gaidos and Nimmo [2000]
estimated that velocities of order 10�6 m s�1 were sufficient to
generate melt in the purely ductile case, and application of
equation (10) results in a center temperature of 270 K (i.e.,
melting) for a velocity of 7 � 10�6 m s�1 if the center
viscosity is 1013 Pa s.
[46] Second, the generation and motion of melt advects heat,

which is not dealt with in equation (8). For instance, the water
that is percolating downward may freeze once it reaches cold ice
(see Figure 3), releasing latent heat and thus altering the temper-
ature distribution. Third, ice undergoes a reduction in viscosity
near the solidus [De La Chapelle et al., 1999]; however,
incorporating this effect into equation (7) altered the temperature
anomaly by <10 K for the base case, and the effect was therefore
neglected. In reality, for pure ice the temperature should never
exceed the solidus while melting is occurring. For the brittle ice
layer the coefficient of friction is likely to be decreased once
melting starts, leading to possible periodic heating and motion.
Thus the melt generation rates are subject to considerable
uncertainty, although the qualitative behavior as the solidus is
approached is likely to be correct.
[47] The calculations above (Figure 3) show that the shear

stresses required to maintain a viscous shear zone are compara-
ble to likely present-day Europa tidal stresses. We have not
shown here that such a zone can be initiated; in particular, static
friction along a preexisting fault may require shear stresses
exceeding the likely tidal stresses. Furthermore, future models
should solve for the time-dependent evolution of the shear zone
and the thickness of the overlying brittle crust in a time-
dependent fashion. Finally, the explanation for the formation
of double ridges proposed here requires diurnal motion.
Although such motion is possible given the present-day tidal
stresses, alternative explanations [Head et al., 1999; Greenberg
et al., 1998] may not require such high strain rates.

7. Conclusions

[48] Strike-slip motion is common on Europa and is likely to
produce localized shear heating. For reasonable rheological
parameters the present-day tidal shear stresses on Europa are
probably sufficient to cause motion and heating. If the fault
motion occurs on diurnal timescales, it is likely to cause melt
generation. The heating may lead to thermal uplift around the
shear zone; the melting will cause subsidence and possibly
compression at the shear zone. These two mechanisms together
may explain the preponderance of double ridges on the surface.

Appendix A: Verifying the Model

[49] We verified that our model could reproduce the analytical
results for both purely brittle (equation (4)) and purely ductile
(equation (10)) situations. For the purely brittle case we assumed a
constant initial temperature throughout the region and a value of D

Figure 6. Schematic diagram of effects of shear motion within
ice crust. Dashed lines are schematic contours of excess
temperature. The removal of water by percolation results in voids.
Closure of the voids causes surface collapse; the temperature
anomaly causes flexural uplift. Alternatively, inward motion of the
ice due to void closure may lead to compression and uplift (see
text).
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of one third the box depth and constrained the velocity to be zero
everywhere below the fault. With 31 nodes in the x and z directions
we found that the numerical solution agreed with the analytical
solution to within 0.5% for �x = �z = 1.0 km. The numerical
solution became less accurate as �x increased with �z held
constant but still agreed within 10% for �x = 4 km.
[50] For the purely viscous case we set D = 0, @T/@z = 0, and

@u/@ z = 0 at the top and bottom boundaries and specified the side
boundaries and initial internal temperature to be T0. These con-
ditions effectively reduce the problem to one dimension. We then
proceeded to solve the numerical problem for various grid reso-
lutions and compared the calculated maximum temperature
increase with that given by equation (10). The model reproduced
the analytical result to within 1% except for the lowest resolution
grid used (5 nodes). Varying the grid spacing, either independently
or together, by a factor of 3 resulted in <0.1% change in the
numerical result.
[51] The grid parameters used for various models are given in

Table 2. For our base case (D = 2 km, h = 20 km), doubling the
number of nodes used in each dimension produced less than a 2%
change in the maximum temperature. Increasing �x by a factor of
2 had a 4% effect on the maximum temperature. We found that
convergence was generally reached within 105 time steps, except in
cases where melt was generated (see below). The reason that this
model reaches steady state, whereas the temperature profiles in
Yuen et al. [1978] increase with the square root of time, is that our
model has a fixed temperature at the side boundaries.

[52] Acknowledgments. F.N. thanks the California Institute of Tech-
nology, Magdalene College, Cambridge, and the Royal Society for their
financial support. We also thank Moses Milazzo for his review.
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