HW2 Geometry Optimization

In this exercise we will look at ways to calculate the minimum-energy geometry of a molecule. This is obviously useful if you are trying to model a new chemical species whose structure is unknown or poorly known. In addition, it is a powerful method to check the quality of a first-principles calculation – a calculation that comes close to matching measured molecular structures is likely to also estimate energies, vibrational frequencies, and other properties well (there are exceptions of course, which we’ll get to later).

1. Energy fitting method.

One straightforward way to find the minimum-energy geometry of a diatomic molecule like H2 or CO is to calculate the energy at a variety of bond length, fit a polynomial curve through the data, and solve for the minimum value of the curve.

Modify the input file you used to calculate the energy of the CO molecule with the 6-31G* basis set, to calculate energies for a series of C-O bond lengths ranging from 1.10 to 1.15 Å. A good increment to use is 0.01Å. Plot energy vs. bond length – you should find a smooth variation. Which bond length gives the minimum energy? Fit a quadratic polynomial the three lowest-energy points, and solve it to interpolate the minimum-energy bond length (in Excel, “add trendline” can do polynomial fits).

Fit a cubic function to the four lowest-energy points, and interpolate to find the minimum-energy bond length. How close are the two results? How do these bond lengths compare with the experimental bond length? Subsitute your interpolated bond lengths into the Gaussian input script and calculate the energies. How close is each energy to what you would expect from the polynomial fit? This method can be very effective and quick if the molecule has only one degree of freedom in its geometry. But as the number of structural parameters (i.e., bond lengths and angles) increases, the complexity of the problem mushrooms.

2. Luckily, Gaussian has been programmed to use perturbation theory to calculate dE/dr, in addition to the electronic energy E, and can automatically optimize molecular structures with a gradient-following algorithm. To invoke this ability you need to add the keyword opt to the route section. Modify your input file for the energy of CO at the experimental bond length, changing the route line to read:

#RHF/Gen Opt

Run the new input file, and look at the output. You will see that Gaussian initially calculates the energy of the input geometry, then calculates the forces acting each atom (in units of hartree/bohr; 1 bohr = 0.529177 Å). How do the forces at the experimental geometry compare with the slope of the energies you plotted in part 1?

Farther into the output file you will see that Gaussian adjusts the C-O bond length slightly (down the gradient), and recalculates the energy, repeating the process until the forces acting on each atom are less than ~0.00045 hartree/bohr. Gaussian uses some additional criteria, like the average (rms) force on all atoms, and the amount it plans to move each atom in the next adjustment. In fact, Gaussian automatically uses the progressive steps to build up an estimate of the 2nd derivative of the energy with respect to nuclear motion, very closely analogous to the quadratic fit you did in part 1. How does the final C-O bond length compare to your results from part 1? How does the second derivative of the energy compare to your quadratic fit?

Try automatic geometry optimizations of CO with STO-3G, 6-311G*, and cc-pVTZ. Plot the optimized bond length vs. # of Gaussians, and compare this result your energy vs. # of Gaussian plot from the previous homework. Compare your best model estimate of the C-O bond length with the experimental bond length, and suggest some possible explanations for any differences.

3. The automatic gradient-search algorithm in Gaussian03 is convenient and powerful, but not without limitations. The GIGO (Garbage In, Garbage Out) caveat applies to first-principles calculations as much as to any other type of modeling.

Download the input file for optimizing the geometry of water vapor, H2O_STO-3G.com from the class website, and take a look at it. Run Gaussian03 to obtain an optimized molecular geometry. Compare this with the actual geometry of water vapor (the NIST website http://srdata.nist.gov/cccbdb/ is a good place to look). What is the main difference between the optimized geometry and the experimental one? See if you can change the input file so that the optimization process finds a more accurate structure. Why did the 1st automatic optimization fail?

4. SiO2, in various chemical forms, is a major building block in most Earth materials, and not surprisingly it was an early target of first-principles geochemistry research. 

Following the example of Gibbs and Newton (1980) (pdf on website), calculate the energy and optimized geometry of the H4SiO4 molecule using the STO-3G basis set. A rough imitation of the structure in G&N Fig. 1 can be downloaded. This structure is considerably more complex than any we’ve looked at so far, and it might be a good idea to obtain a molecular structure viewer, like ChemCraft (for Windows only), or jmol (java, runs on any platform http://jmol.sourceforge.net/). Unfortunately I can’t find a good a good Gaussian03 input viewer for the Mac, but jmol is good for viewing output.

Do the energies and geometry in the optimized molecule match the G&N results?  Try optimizing the structure with larger basis sets (include 6-31G* and at least one larger basis set), and see if you can estimate the Si-O bond length in the “complete basis set limit” structure. How does it compare to the STO-3G result, and to measured Si-O bond lengths in sodium silicates?

Can you find a lower-energy geometry for this molecule?

5. Trainor et al. (2000) (pdf on website) used EXAFS spectroscopy to examine the structure of zinc atoms adsorbing and precipitating on iron-oxide minerals. Processed EXAFS spectra give an estimate of the coordination number of the adsorbed zinc atoms, and the predominant Zn-O distances. Zn2+ dissolved in a dilute solution is bound to six water molecules, while in many Zn-oxide minerals the zinc atoms are bonded to only four oxygen atoms. The type of coordination during adsorption will likely affect kinetics, the efficiency of scavenging, and the types of mineral surfaces most likely to adsorb zinc from solution. 

(Note: Zn2+ is a closed-shell ion, and does not have any unpaired electrons under normal chemical conditions.)

Modify your H4SiO4 input file to optimize the molecular structure of Zn(H2O)42+. Try calculations with a few basis sets to see how sensitive the optimized structure is to the basis set choice (STO-3G, 3-21G* and 6-311G* are good ones to try). Do your structural results agree with the Trainor et al. data for 4-coordinated adsorbed species? Does an optimized structure of Zn(H2O)62+ agree with the EXAFS results on Zn2+ in solution?

Can you think of some possible problems with your calculations?

