For GE 252: Beginning UNIX (Linux) on brainbug

The brainbug cluster operating system is a version of Linux called ROCKS, based on the common RedHat distribution. If you haven’t used UNIX or Linux before here are some tips to get started.

Logging in:

Brainbug’s IP is 169.232.144.97 – and is the same for SSH, SFTP, and X-Windows

To log in, type ssh 169.232.144.97 from the prompt of your computer’s ssh program. 

After entering your username and password, you should be connected to brainbug, and see a prompt, 

[username@brainbug username]$ 

indicating that you are logged in to the front end of the cluster, and are in your main folder. The first time you log in there probably will be asked for a passkey or passphrase. If this happens just keep hitting return until you get the prompt above.

To change your password (recommended), type passwd
To see what  files and subfolders are in your main folder, type ls –l
To move into a sub-folder, type cd foldername.

To move up out of a sub-folder, type cd ..

To move from any subfolder to your main folder type cd ~ or cd ~username
To make a new subfolder inside your current folder, type mkdir newfoldername

To delete a file, type rm filename

To see what the compute nodes are doing, type cluster-fork ps –Af

The output of this command is a little complicated – a list of tasks running on each compute node (compute-0-0 to compute-0-8), along with extra information.

Most important (left to right) are column 1, which shows which user started the task.



Column 2 shows the ID number (also called the PID) of each task.



Column 4 shows how much of the CPU is being used by the task.



Column 5 shows when the task started



The final column shows what the task is.

Generally, you’ll want to log in to one of the compute nodes to use Gaussian, and you’ll use the cluster-fork ps –Af command to find a node that’s not already busy. If a node has a task using up 90% of the CPU, any additional tasks will run slower (and will cause the pre-existing task to slow down also). If there are only a handful of tasks, each using <10% of the CPU, then you’re in good shape. For the first week’s work this doesn’t matter very much, because we aren’t doing anything very demanding, but it’s a good habit. Bigger clusters often have automatic node assignment systems, and perhaps brainbug should as well, but we’ll try the simple do-it-yourself approach for now.

Once you are logged into the front end and have found a free compute node, you can easily connect to it by typing ssh compute-0-0 or ssh compute-0-1 or ssh compute-0-2, etc. The number of active compute nodes varies, currently all nodes from compute-0-0 to compute-0-8 are active, except compute-0-3.

On any node you can use the commands listed above, except cluster-fork ps –Af, which only works on the front end. To check the tasks running on the compute node you’ve logged into, type ps –Af.

Files you create or delete inside your main folder or any subfolder of same, on the front end or on any node, will appear (or disappear) on all of the other nodes and the front end. 

To run Gaussian03, type g03 inputfilename &
The & sets the task running in the background. You will want to run this command while you are in the same folder as your input file. You don’t need to type the .com suffix of the file name.

Gaussian input files end with the suffix .com
Gaussian output files end with the suffix .log
(There are other output files we’ll use later, but they are deposited in a different folder).

To log out type logout
If you are logged into a compute node this command may return you to the front end, which you can log out of the same way. In general, any task you start will keep running after you log out, so you can start a long task in the morning, logout, and log back in later in the day (or days later) to check on its progress.

For more help, you ask a local UNIX expert, or try typing man commandname
Many resources are available through GOOGLE as well, i.e. http://www.faculty.uaf.edu/fnibg/commands.html
