Spacing and strength of active continental strike-slip faults
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A B S T R A C T
Parallel and evenly-spaced active strike-slip faults occur widely in nature across diverse tectonic settings. Despite their common existence, the fundamental question of what controls fault spacing remains unanswered. Here we present a mechanical model for the generation of parallel strike-slip faults that relates fault spacing to the following parameters: (1) brittle-crust thickness, (2) fault strength, (3) crustal strength, and (4) crustal stress state.Scaled analogue experiments using dry sand, dry crushed walnut shells, and viscous putty were employed to test the key assumptions of our quantitative model. The physical models demonstrate that fault spacing (S) is linearly proportional to brittle-layer thickness (h), both in experiments with only brittle materials and in two-layer trials involving dry sand overlying viscous putty. The S/h slope in the two-layer sand–putty experiments may be controlled by the (1) rheological/geometric properties of the viscous layer, (2) effects of distributed basal loading caused by the viscous shear of the putty layer, and/or (3) frictional interaction at the sand–putty interface (i.e., coupling between the viscous and brittle layers). We tentatively suggest that this third effect exerts the strongest control on fault spacing in the analogue experiments. By applying our quantitative model to crustal-scale strike-slip faults using fault spacing and the seismogenic-zone thickness obtained from high-resolution earthquake-location data, we estimate absolute fault friction of active strike-slip faults in Asia and along the San Andreas fault system in California. We show that the average friction coefficient of strike-slip faults in the India–Asia collisional orogen is lower than that of faults in the San Andreas fault system. Weaker faults explain why deformation penetrates >3500 km into Asia from the Himalaya and why the interior of Asia is prone to large (M > 7.0) devastating earthquakes along major intra-continental strike-slip faults. Our new approach of estimating absolute fault strength may be useful in future studies of continental deformation and earthquake mechanics.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Parallel strike-slip faults occur widely in nature, from a few meters to more than hundreds of km in length and spacing (e.g., Segall and Pollard, 1983; Davy and Cobbold, 1988; Swanson, 1988; Martel and Pollard, 1989; Dickinson, 1996; Yin, 2010). Regularly spaced strike-slip faults are observed along plate transform boundaries (e.g., the San Andreas fault system; Fig. 1a) (e.g., Nur et al., 1986; Dickinson, 1996), across collisional orogens (e.g., the Himalayan–Tibetan orogen; Fig. 1b) (Molnar and Tappin, 1975; Taylor and Yin, 2009; Yin, 2010; Zuza and Yin, 2016), in analogue experiments (e.g., Tchalenko, 1970; Freund, 1974; Naylor et al., 1986; Yin and Taylor, 2011), and on icy satellites in the outer solar system (e.g., Yin et al., 2016). Irregularly spaced parallel strike-slip systems have also been documented, including the seismically active right-slip fault systems across northern China where fault spacing varies from ~100 km to ~500 km (e.g., Yin et al., 2015). The characteristic spacing of strike-slip faults, or lack thereof, inevitably reflects how the faults interact with one another and with the fault-bounded crust. Thus, this readily observed geometric parameter may be used to estimate fault strength and stress state across diverse tectonic settings on Earth and other solar system bodies. Despite being such a common feature in zones of lithospheric deformation, the mechanics of evenly-spaced active continental strike-slip faults has never been satisfactorily explained nor quantified.

In this contribution, we develop a stress-shadow model (e.g., Lachenbruch, 1961; Yin et al., 2016) that relates strike-slip-fault spacing to the brittle-crust thickness of the fault-hosting lithosphere, fault and crustal strength, and the remote regional stress. Our model assumptions are tested and validated with scaled analogue experiments using dry sand, dry crushed walnut shells, and...
viscous putty. These models use a basal shear device to generate Riedel shears in the dry granular materials. By experimenting with various thicknesses and viscosities of a putty layer beneath a brittle layer, we also explore the effects of distributed versus localized basal shear on strike-slip fault spacing.

In this study we show that strike-slip fault spacing is linearly proportional to brittle-layer thickness in both our analogue experiments and for naturally occurring crustal-scale faults. The application of our theoretical model using observed seismogenic zone thickness and fault spacing allows us to estimate the effective coefficient of fault friction ($\mu_f$) of strike-slip faults in actively deforming regions on Earth. This method leads to the finding that the faults in the India–Asia collisional orogen are weaker ($\mu_f = \sim 0.10$–0.20) than faults in the San Andreas transform system ($\mu_f = \sim 0.15$–0.22) in California, which has implications for the mode and extent of continental tectonics away from plate boundaries.

2. Generating parallel strike-slip faults

2.1. Existing models

The following models have been proposed to account for the generation of parallel strike-slip faults: (1) reactivation of preexisting extensional joints in crystalline and/or other low-porosity rock (e.g., Segall and Pollard, 1983; Martel and Pollard, 1989), (2) deformation band formation in high-porosity rocks (e.g., Aydin and Johnson, 1978; Fossen et al., 2007), and (3) viscoelastic models that predict strike-slip fault spacing based on the rheological contrasts of the upper and lower crust (Roy and Royden, 2000a, 2000b).

The first two groups of models explain faulting by a specific sequence of pre- and syn-faulting stress state acting on a particular rock type (e.g., previously normal-faulted rocks or deformation-band generation in porous sandstone) at small spatial scales (i.e., $< \sim 1$ km). Therefore, they ultimately lack generality for crustal-scale strike-slip faulting in diverse tectonic settings. For example, it is unlikely that strike-slip faulting at a range of scales from $\sim 1$ mm to $>1000$ km across diverse lithologies (e.g., Fig. 1) is universally derived from the reactivation of preexisting and regularly-spaced structures. We note that strike-slip faulting in northern Tibet and certain regions of California may be respectively expounding subure zones and older normal faults (e.g., Taylor and Yin, 2009; Dokka, 1989), but the majority of the faults in both settings actually crosscut preexisting fabrics (Fig. 1) (Dickinson, 1996; Yin and Taylor, 2011). The deformation band mechanism (Aydin and Johnson, 1978) leads to strain localization and strain hardening, which in turn can produce through-going faults. This process predicts sequential initiation and deactivation of individual faults, but does not explain coeval motion of parallel strike-slip faults that occur independent of the fault-hosting lithology.
2.2. Stress-shadow model for extensional joints

Our analysis of strike-slip fault spacing employs the stress-shadow concept, which was originally developed to quantify the spacing of extensional joints (Lachenbruch, 1961). Rock under regional remote tensile stress, $\sigma_n = \sigma_n^e$, fails plastically by fracture formation if $\sigma_n^e$ exceeds the tensile strength of the rock $T$ (Fig. 2). The presence of a new fracture imposes a low stress boundary condition; for extensional joints, the normal stress on the fracture surface $\sigma_n^e$ is assumed to drop to zero (Pollard and Segall, 1987). This in turns casts a stress shadow within which tensile stress is below the tensile strength of the rock. This condition prohibits fractures from forming adjacent to the initial joint. Stress increases away from the fracture $\sigma_n(x = 0) = \sigma_n^e = 0$ to the regional tensile stress $\sigma_n(x = \infty) = \sigma_n^e$ (Fig. 2). The distance at which $\sigma_n$ surpasses $T$ defines the stress-shadow length, $S$, such that $\sigma_n(x = S) = T$ (Fig. 2). New fractures can only be created immediately outside of the stress shadows, resulting in a characteristic joint spacing. The stress rise in the above scenario (Fig. 2) can be quantified by an analytical solution of the stress-distribution for mode-I opening cracks from linear elastic fracture mechanics (LEFM) (Lachenbruch, 1961; Pollard and Segall, 1987; Gross, 1993).

2.3. Stress-shadow model for strike-slip faulting

The stress-shadow model for strike-slip faulting used in this study is based in part on a derivation presented in Yin et al. (2016), which examined strike-slip fault spacing on Enceladus (an icy satellite of Saturn) to infer its ice-shell thickness and frictional strength. In both Yin et al. (2016) and this study, we (1) treat a strike-slip fault as a vertical shear fracture cutting through a brittle layer with its motion driven by a remote fault-parallel shear stress, (2) seek the fault-motion-parallel shear stress distribution, (3) regard the deforming lithosphere as a plastic material governed by the Coulomb fracture criterion, and (4) assume that crustal strength resides dominantly in the brittle crust, consistent with the stress-guide concept (Lister and Davis, 1989) and the current un-
derstanding of continental lithosphere rheology (e.g., Jackson et al., 2008).

We first assume that shear stress $\sigma_{xz}$ satisfies the following boundary conditions (Fig. 3):

$$
\sigma_{xz}(x = 0) = \sigma_f
$$
(1a)

$$
\sigma_{xz}(x = \infty) = \sigma_f = \sigma_{bc}
$$
(1b)

where $x$ is the distance from the fault (Fig. 3), $\sigma_f$ is the vertically-averaged shear stress on the fault plane, and $\sigma_{bc}$ is the regional shear stress, which we denote as $\sigma_{bc}$ ("bc" stands for boundary condition). The boundary condition in equation (1a) is an important departure from the stress-shadow model for extensional jointing, as the magnitude of the shear stress on a strike-slip fault is not zero, but rather equals the vertically averaged shear stress of the fault plane, $\sigma_f$ (Fig. 3) (cf. Roy and Royden, 2000a, 2000b). The following solution for the shear stress distribution satisfies the boundary conditions in equations (1a) and (1b):

$$
\sigma_{xz}(x) = \sigma_{bc} + \left( \sigma_{bc} - \sigma_f \right) \left[ \frac{\tan^{-1}(x)}{\pi} - 1 \right]
$$
(2)

where $\tan^{-1}(x = 0) = 0$ and $\tan^{-1}(x = \infty) = \frac{3}{2}$, thus allowing $\sigma_{xz}(x = 0) = \sigma_f$ and $\sigma_{xz}(x = \infty) = \sigma_{bc}$. However, as we show below, the solution in equation (2) permits a linear relationship between $S$ and $h$, which is observed in our analogue experiments and continental strike-slip fault data (see below in sections 3 and 4), whereas equation (3) does not have this mathematical property.

Using equation (2), the length of the stress shadow $S$ can be obtained by:

$$
\sigma_{xz}(x = S) = \mathcal{F} = \sigma_{bc} + \left( \sigma_{bc} - \sigma_f \right) \left[ \frac{S^{n/m}}{\left( S^n + h^n \right)^{1/m}} - 1 \right]
$$
(4)

where $\mathcal{F}$ is the vertically averaged shear fracture strength within the domain of strike-slip faulting (Fig. 3). Note that $\mathcal{F}$ is analogous to the tensile strength $T$ in the extensional joint example discussed above.

When $n = m = 2$, equations (2) and (4) have a superficial similarity to the LEFM solution for the shear stress distribution of a mode-III crack embedded in an elastic half space at the Earth’s surface (Pollard and Segall, 1987). However, because major continental strike-slip faults cut through the entire brittle crust (e.g., Fig. 1), a "half crack" in an elastic half space is not an ideal approximation (e.g., Yin et al., 2016). The LEFM solution assumes that fracture/fault generation is driven by stress at the free surface, which is viable for cracks in mud, ice, or volcanic rocks (e.g., Lachenbruch, 1961). However, this assumption is inconsistent with fault-parallel stress increasing with depth for continental-scale faulting (see equation 8.4.44) in Pollard and Segall, 1987; Gross, 1993), as this would imply that the minimum shear stress at the Earth’s surface is primarily responsible for nucleating new faults. Another important difference is that our model does not create a stress singularity at the basal tip of the fault as when modeled as a half crack in the classic treatment of Pollard and Segall (1987).

A rigorous way of determining the values of $m$ and $n$ is to insert the general solution shown in equation (4) into stress equilibrium equations that are coupled with a rheological model (e.g., elastic, plastic, viscoelastic, etc.) for the deforming material hosting the strike-slip faults. Here we take an empirical approach by observing the relationship between $S$ and $h$ values in nature and controlled laboratory experiments. As shown below, $S$ and $h$ are best described by a linear relationship (i.e., $S/h$ ratios are constant), and this simple observation requires that $m = n = 1$ in equation (4).

3. Analogue modeling

Starting with the observation that extensional-joint spacing is linearly proportional to the thickness of the joint-hosting layer (e.g., Bai and Pollard, 2000), we set out to investigate whether a similar linear relationship holds for strike-slip fault spacing and brittle-layer thickness. Scaled analogue experiments were conducted using dry granular materials, which can simulate brittle-crust deformation (e.g., Davy and Cobbold, 1988). Our experiments use a 12-cm-wide basal-sliding-plate device to generate two parallel shear zones in which Riedel shears form (see Yin and Taylor, 2011) (Fig. 4). The model boundary-wall dimensions (65 cm × 70 cm) are an order of magnitude larger than the width of the shear zones created in the experiments, which are typically ≤6 cm (Fig. 4a).

One set of experiments use a single layer of dry sand or crushed walnut shells to determine the relationship between brittle-layer thickness and fault spacing. The second set of experiments include a ductile putty layer underneath the frictional materials to examine the role of a viscous layer in controlling the relationship between fault spacing and brittle-layer thickness.

3.1. Experimental materials

We use two different granular materials for the brittle layer—commercially available dry sand and crushed walnut shells (e.g., Hubbert, 1937, 1951; Davy and Cobbold, 1988; Cruz et al., 2008)—for two distinct reasons. First, they have different frictional properties, which permits rigorous testing of the predictions made by our analytical model against the results of our analogue experiments. Second, the materials have different densities (i.e., 1670 vs. 790 kg/m$^3$ for sand and crushed walnut shells, respectively) and thus slightly different scaling relationships between the model and nature (see section 3.2), which again can be used to verify our proposed mathematical model for fault spacing.

The frictional properties of the experimental materials were determined with a Hubbert-type apparatus (Hubbert, 1951), which involves constructing a shear stress versus normal stress failure envelope for each of the experimental materials (e.g., Cruz et al., 2008). The shear stress that generates Riedel shear fractures is a function of the basal friction ($\mu_b$) beneath the sand/crushed walnut shells (see section 4.2). Therefore we quantify $\mu_b$ between the (1) granular materials and underlying basal-sliding plate covered by P100 sandpaper (~162 μm grain size) and (2) dry sand and putty layer. This second interface consists of sand embedded in the putty, which creates a sticky sandpaper-like surface. The grain size distributions and measured frictional properties of our granular materials are reported in Table 1 and Fig. A1. All of these procedures were repeated at least five times for each set of experiments to generate statistical uncertainties.

Putty obtained from Isokinetics Inc. was used as the viscous layer underneath the brittle layer. An inclined plane experiment was conducted to determine the approximate viscosity of the putty. The strain rate of simple-shear flow of the putty with an
overlying mass on an inclined surface can be used to calculate the viscosity following the relationship \( \tau = \eta \dot{\gamma} \), where \( \tau \) is shear stress, \( \eta \) is viscosity, and \( \dot{\gamma} \) is shear strain rate. Note that because of this relationship, our experiments using different viscosity putties also incorporate the effects of variable strain rates. The simple-shear experiments yield viscosities of \( 6.2 \times 10^3 \) Pas and \( 9.5 \times 10^3 \) Pas for the two types of putties.

3.2. Scaling considerations

Relating the analogue experiments to crustal-scale strike-slip faults requires dynamic and geometric scaling governed by the following relationships (Hubbert, 1937):

\[
\frac{C_{\text{model}}}{C_{\text{nature}}} = \left( \frac{\rho_{\text{model}}}{\rho_{\text{nature}}} \right) \left( \frac{\mu_{\text{model}}}{\mu_{\text{nature}}} \right) \left( \frac{g_{\text{model}}}{g_{\text{nature}}} \right)
\]  

(5)
where superscripts model and nature denote the model and crustal parameters and $l,$ $\sigma_Y,$ $\rho,$ and $g$ are vertical thickness, vertical stress, density, and the gravitational acceleration at the Earth’s surface, respectively. As the densities of the model and crustal materials are of the same order of magnitude (e.g., 1670 kg/m$^3$ for sand versus 2750–3100 kg/m$^3$ for rock), appropriate scaling depends primarily on the model/nature cohesive-strength ratio. The cohesive shear strength of rock varies greatly depending on lithology, ranging from 20 MPa to 110 MPa (Jaeger et al. 2009). Our experimental materials have a cohesive strength ($C_{\text{model}}$) of 40–60 Pa (Table 1), and if we take rock cohesive strength ($C_{\text{nature}}$) to be 50 MPa, we arrive at scaling relationships of sand and crushed walnut shells of $C_{\text{sand}} \approx 1.7 \times 10^{-6} = C_{\text{nature}}$ and $C_{\text{walnut shells}} \approx 3.5 \times 10^{-6}$, respectively, where the superscripts sand and walnut refer to each experimental material. Accordingly, 1 cm sand thickness in our experiments represents $\sim 6$ km crustal thickness. Our experiments, which use layer thicknesses of 1–6 cm for sand and 2–7 cm for crushed walnut shells, can simulate deformation of the crust with overlapping thicknesses of $\sim 6$–35 km and $\sim 6$–21 km for each material, respectively.

### 3.3. Experimental procedure and results

The first set of experiments was run with dry granular materials (i.e., sand and crushed walnut shells) with thicknesses ranging from 1 cm to 7 cm. Trials run with thicknesses of <1 cm or >7 cm failed to produce observable shear fractures. Sandpaper was used for friction between the materials and the apparatus. In the second series of experiments, the viscous-putty layer was overlain by a sand layer. Both the viscosity and thickness of the putty were varied to observe their effects on fault spacing. Experiments were run with 7-mm- (Fig. 4c) and 13-mm-thick putty layers underneath a dry-sand layer with varying thicknesses (1 to 5 cm). Five trials were repeated for each experiment of varying thicknesses of granular materials. The perpendicular distance between the Riedel shears was measured and the results from all five runs were averaged; the calculated uncertainties are the standard deviation of our observations. Vertical-layer-thickness uncertainty is $\sim 1$ mm.

Results from both sets of experiments can be explained by a simple linear relationships between fault spacing ($S$) and brittle-layer thickness ($h$) (Figs. 4d and 4e). For the granular-material-only trials, the following linear relationships are observed: $S/h = 0.68 \pm 0.1$ for sand and $S/h = 0.82 \pm 0.2$ for crushed walnut shells (Fig. 4d).

The experiments with sand overlying a viscous-putty layer all show linear $S/h$ relationships ranging from 0.45 ± 0.03 to 0.58 ± 0.07 (Fig. 4e). A linear regression fits the brittle–viscous experiments within uncertainties, but the range of fault-spacing data for the thicker brittle layers (e.g., when $h > \sim 3$–4 cm) makes a definitive interpretation of this relationships ambiguous (Fig. 4e). For example, the large uncertainties also allow for a nonlinear regressions of this data. However, because a linear relationship is permitted by our observations, we assume the simplest scenario that $S$ and $h$ are linearly proportional. The larger variability of fault spacing may arise when the fault spacing $S$ and experiment-model length $M$ ratio ($S/M$) (Fig. 4a) becomes sufficiently high enough that contraction and extension along experimental boundaries affect strike-slip fault generation and spacing.

### 4. A linear stress-shadow model for strike-slip faulting

#### 4.1. Relationship between fault spacing and brittle-layer thickness

The linear $S-h$ relationship observed in section 3 requires that $n = m = 1$, which allows simplification of equation (4) to the following relationship:

$$S = \frac{Y - \sigma_f T}{\sigma \rho g} h$$

Equation (6) demonstrates that fault spacing $S$ is a function of the (i) brittle-crust thickness $h$, (ii) regional shear stress acting within the brittle crust $\sigma_b$, (iii) shear strength of the deforming brittle crust hosting the active strike-slip faults $T$, and (iv) shear stress on the fault surface $\sigma_f$. Fault shear stress and crustal shear stress are pressure- and therefore, depth-dependent, and their mean values can be obtained by assuming that the normal stresses acting on the existing fault and potential fracture planes are lithostatic. From this assumption, we determine:

$$\frac{\overline{\sigma_f}}{\overline{\sigma}} = \frac{1}{h} \int_0^h (C_1 + \mu \rho g y) dy = C_1 + \frac{1}{2} \mu \rho gh$$

and

$$\overline{Y} = \frac{1}{h} \int_0^h (C_0 + \mu \rho g y) dy = C_0 + \frac{1}{2} \mu \rho gh$$

where $\rho$ is the density of the deforming layer, $g$ is the gravitational acceleration, $C_0$ and $\mu \rho$ are the cohesive strength and the effective coefficient of internal friction for the crust next to the fault, respectively, and $C_1$ and $\mu \rho$ are the cohesive strength of the fault and the effective coefficient of fault friction, respectively. The effective coefficient of internal (i.e., crustal) and fault friction are defined respectively as

$$\mu = (1 - \lambda \rho \mu)$$

$$\mu = (1 - \lambda f \mu_f)$$

where $\lambda \rho \rho$ and $\mu$ are the pore-fluid-pressure ratio and coefficient of internal friction of the fault-bounded domains, respectively, and $\lambda f \mu_f$ are the pore–fluid-pressure ratio and coefficient of fault friction, respectively.

To quantify the regional shear stress acting on the boundaries of the strike-slip faulting domains we first assume that shear strength is linearly proportional to the brittle-crust thickness and that the strike-slip domains are bounded by stronger, thus thicker, but still deforming regions (Fig. 3). If strike-slip faulting does not occur.

### Table 1: Physical and mechanical properties of experimental materials.

<table>
<thead>
<tr>
<th>Material</th>
<th>Density (kg/m$^3$)</th>
<th>Grain size (μm)</th>
<th>±σ (Pa)</th>
<th>C$_0$ (Pa)</th>
<th>±σ (Pa)</th>
<th>μ</th>
<th>±σ (°)</th>
<th>φ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>1670</td>
<td>220</td>
<td>86</td>
<td>62.5</td>
<td>10.5</td>
<td>0.50</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Sand vs sandpaper</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>51.5</td>
<td>40.5</td>
<td>0.53</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Sand vs putty/sand</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>36.8</td>
<td>10.2</td>
<td>0.73</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Crushed walnut shells</td>
<td>790</td>
<td>332</td>
<td>82</td>
<td>36.8</td>
<td>10.2</td>
<td>0.40</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Walnut shells vs sandpaper</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>31.0</td>
<td>29.0</td>
<td>0.51</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>

μ, coefficient of friction, φ, angle of friction.
within these adjacent regions, the regional shear stress must be below the shear fracture strength of these stronger and thicker domains. Therefore we assume that the regional stress $\sigma^{bc}$ equals the vertically averaged shear strength of the stronger but still deforming regions ($\overline{Y BR}$) bounding the strike-slip domain (Fig. 3). That is

$$\sigma^{bc} = \overline{Y BR} = \frac{1}{H} \int_0^H C_2 + \overline{\mu BR} \rho g y dy = C_2 + \frac{1}{2} \overline{\mu BR} \alpha \rho gh \quad (10)$$

where $C_2$ and $\overline{\mu BR}$ are the cohesive strength and effective coefficient of internal friction of the bounding regions, respectively, $H$ is the brittle-layer thickness of bounding regions, and $\alpha$ is a proxy for regional-stress magnitude defined as $\alpha = H/h > 1$ (Fig. 3). Using $\overline{Y}$, $\overline{\sigma F}$, and $\overline{\sigma^{bc}}$ from equations (7), (8), and (10), and assuming $\overline{\mu BR} = \overline{\mu F}$ and $C_0 = C_2$, we derive the following S–h relationship:

$$S = \frac{(C_0 - C_1) + \rho gh [\overline{Y F} - \overline{\sigma F}]}{\frac{1}{2} \rho gh \overline{\mu F} (\alpha - 1)} \quad (11)$$

Because $S$ is relatively insensitive to $(C_0 - C_1)$ (Fig. 5a), we simplify equation (11) to:

$$S = \frac{[\overline{Y F} - \overline{\sigma F}]}{\overline{\mu F} (\alpha - 1)} \quad (12)$$

and

$$\overline{\mu F} = \overline{\mu F} \left[ 1 - \frac{s}{h} (\alpha - 1) \right] \quad (13)$$

Given that $\overline{\mu F} > 0$, the following relationship must also hold:

$$\alpha \leq \frac{h}{s} + 1 \quad (14)$$

Equation (14) indicates that for the same brittle-crust thickness, wider fault spacing requires lower values of $\alpha$. This means that a larger stress magnitude and/or stress gradient (i.e., a larger $\alpha$ value due to stronger bounding crust or weaker deforming crust) leads to more closely spaced strike-slip faulting because the stress rise is more rapid from $\sigma_{ax}(x = 0) = \overline{\sigma F}$ to $\sigma_{ax}(x = S) = \overline{Y}$ (Figs. 3 and 5b). Fault strength $\overline{\mu F}$ also affects $S$; larger values of $\overline{\mu F}$ leads to smaller fault spacing $S$ (Fig. 5c).

### 4.2. The stress-shadow model and our analogue experiments

The fault-parallel shear stress generated by basal shearing in our analogue experiments differs from the depth-dependent fault-parallel shear stress assumed in our analytical solutions as shown in equation (10). That is, the fault-parallel shear stress in our experiments depends only on the basal coefficient of friction and is independent of the vertical axis when solving the stress equilibrium equations (see derivation in Supplementary Material). Because of this difference, the detailed formation processes of strike-slip faults in nature and in our experiments are slightly different, although the experimental results can be satisfactorily explained by our stress-shadow model as detailed below. First, we obtain an expression for the “sidewall” shear stress ($\sigma_{sidewall}$) on a plane perpendicular to the basal sliding plate and parallel to the sliding direction (see Supplementary Material):

$$\sigma_{sidewall} = \mu_b \rho g y \quad (15)$$

where $\mu_b$ is the measured coefficient of friction of the experimental materials against the basal-sliding plate covered in sandpaper (Table 1), and $y$ is the axis parallel to the basal-sliding plate but orthogonal to the sliding direction. We set $y = 0$ at the center of the basal-sliding plate (Figs. 4a and 4b). The relationship in equation (15) states that the sideline shear stress depends on the coefficient of basal friction and the density of the experimental material; it increases with its distance from the central dividing line of the sliding plate.

Although $\sigma_{sidewall} = \mu_b \rho g y$ goes to infinity as $y \rightarrow \infty$, the induced shear stress parallel to the newly created Riedel shears ($\sigma_{fp}$) is finite. Evaluation of this value at $y = d$, which marks the edge of the Riedel shear zone (Fig. 4a), involves a transformation of coordinates that leads to the following expression for the effective fault-parallel shear stress ($\sigma_{fp}$):

$$\sigma_{fp} = \mu_b \rho gd \cos(2\theta) \quad (16)$$

where $d$ is a distance measured along the $y$-axis (Fig. 4a) such that $\sigma_{fp}(y = d)$ is greater than the yield strength of the experimental materials and $\theta$ is the angle between the basal-shear direction and the Riedel shear orientation ($\sim 16^\circ$ in our experiments) (Figs. 4b and 4c) [Jaeger et al., 2009; Supplementary Material].

### 5. Continental strike-slip faults

We determine the average spacing of active strike-slip faults in the India–Asia collisional orogen and across the San Andreas transform boundary in California (Fig. 1). Application of the stress-shadow model (i.e., equation (12)) to crustal-scale strike-slip faults
requires knowledge of the brittle-crust thickness (i.e., $h$ in Fig. 3) and coefficient of internal friction ($\mu_p$). The latter parameter is well constrained from experimental rock mechanics (e.g., Jaeger et al., 2009). We estimate brittle-crust thickness by identifying the seismogenic zone thickness ($L$) using high-precision relocated earthquake data from Asia and California.

### 5.1. Strike-slip faults in California and Asia

Four domains of active parallel strike-slip faults were investigated along the San Andreas system in California (e.g., Dickinson, 1996) and across the India-Asia collision zone (e.g., Yin, 2010) (Fig. 1). Spacing between the faults was measured perpendicular to the fault strike. The average and standard deviation for fault spacing within each domain are given in Table 2.

<table>
<thead>
<tr>
<th>Domain</th>
<th>$D95$ thickness</th>
<th>$\pm \sigma$</th>
<th>$D90$ thickness</th>
<th>$\pm \sigma$</th>
<th>Fault spacing</th>
<th>$\pm \sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>California</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central California</td>
<td>14.4</td>
<td>1.9</td>
<td>12.8</td>
<td>1.7</td>
<td>31</td>
<td>1</td>
</tr>
<tr>
<td>Western Southern California</td>
<td>15.7</td>
<td>1.1</td>
<td>14.3</td>
<td>1.2</td>
<td>47</td>
<td>15</td>
</tr>
<tr>
<td>Mojave</td>
<td>11.9</td>
<td>1.1</td>
<td>10.9</td>
<td>1.3</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>Eastern Transverse Range</td>
<td>12.1</td>
<td>1.5</td>
<td>11</td>
<td>1.2</td>
<td>20</td>
<td>8</td>
</tr>
</tbody>
</table>
| Best-fit linear regression of brittle-crust thickness vs. fault spacing for California
| $D95$: $S = 7.2(\pm 1.5)L - 70.0(\pm 18.8)$ | $D90$: $S = 9.5(\pm 1.9)L - 87.5(\pm 22.5)$ |

Sources: [ref. 1]: Savag and Lisowski (1993); [ref. 2]: Dickinson (1996); [ref. 3]: Dokka and Travis (1990); [ref. 4]: Yin (2010); [ref. 5]: Zuza and Yin (2016); [ref. 6]: Yin and Taylor (2011); [ref. 7]: Bachmanov et al. (2004).

### 5.2. Seismogenic zone thickness observations

Relocated earthquake location data were compiled for California (Schaff and Waldhauser, 2005; Lin et al., 2007; Waldhauser and Schaff, 2008; Hauksson et al., 2012), Central Asia (Chu et al., 2009; Sloan et al., 2011), Tibet (Chu et al., 2009; Sloan et al., 2011), and Iran (Chu et al., 2009; Sloan et al., 2011; Maggi et al., 2000). Earthquake location data from central California encompasses events from 1984 to 2011 that were relocated by waveform cross correlation and double-difference methods (Schaff and Waldhauser, 2005; Waldhauser and Schaff, 2008). Reported vertical depth errors are less than 0.7 km at 95% confidence. Earthquakes events from 1981 to 2011 are compiled in the southern California earthquake database of Lin et al. (2007) and Hauksson et al. (2012). The relative and absolute vertical depth errors are reported to be less than 0.1 km and 1.25 km, respectively, at 90% confidence. In Asia, teleseismically relocated earthquake-location data span events from 1977 to 1998 (Maggi et al., 2000), 1990 to 2005 (Chu et al., 2009), and 1965 to 2009 (Sloan et al., 2011). Reported vertical errors are <1 km (Chu et al., 2009) and <4 km (Maggi et al., 2000; Sloan et al., 2011).

The compiled earthquake events and their focal depths are plotted in Fig. 6. We seek to determine the depth to the base of the seismogenic zone, and ultimately the brittle-crust thickness from each strike-slip fault domain (Fig. 1). Seismic events from the stronger bounding regions, where strike-slip faulting is not observed, were also examined (Fig. 6) to constrain $\mu_p$. We avoid earthquakes at mantle depths whose occurrences may have been associated with continental subduction, especially near the Pamirs and Tian Shan (Burtman and Molnar, 1993).

Events from each domain were projected onto a vertical plane perpendicular to the strike-slip faults (Fig. 6). Plots of earthquake depth versus horizontal distance along this perpendicular...
Fig. 6. Earthquake-location data from (a) California and (b) Asia. Domains of evenly-spaced strike-slip faults with characteristic fault spacing are outlined. Calculation of seismogenic zone thickness used the data outlined for each domain. The profile numbers correspond to those shown in Fig. A3. Data from Maggi et al. (2000), Schaff and Waldhauser (2005), Lin et al. (2007), Waldhauser and Schaff (2008), Chu et al. (2009), Sloan et al. (2011), and Hauksson et al. (2012).

lar plane are shown in Fig. A3, where the cutoff depth above which 95% (D95) and 90% (D90) seismicity was calculated (Table 2). This was done in several segments along each profile and their average value defines the seismogenic zone thickness (Fig. A3). Specifically, we use segment length of 25 km for Californian faults and 500 to 1000 km for Asian faults (Fig. A3).

The longer segment length for Asian domains reflects the sparse seismic data. Our results show that average fault spacing in California and Asia (Fig. 1) is linearly proportional to the seismogenic zone thickness (Fig. 7a) (Table 2), with a steeper slope for the data from Asia and negative vertical-axis intercepts for both datasets.
6. Discussion

Observations from our analogue experiments and crustal-scale strike-slip faults reveal a fundamental observation that fault spacing ($S$) is linearly proportional to brittle-layer thickness ($h$). Our physical models show this relationship to hold for experiments with solely frictional materials (Fig. 4d) and for two-layer experiments with a viscous layer underlying frictional materials (Fig. 4e).

6.1. Minimum and maximum thickness cutoffs for generating strike-slip faults

In our analogue experiments, strike-slip faults were only generated when the thickness of the frictional materials was between $\sim 1 \text{ cm}$ and $\sim 7 \text{ cm}$ (Fig. 4), which suggests that minimum ($h_0$) and maximum ($h_{\text{max}}$) brittle-layer thicknesses exist for generating strike-slip faults. The regressions of continental strike-slip $S$ versus $h$ yield negative vertical-axis intercepts for both the Asian and Californian datasets (Fig. 7a). The simplest explanation for these negative intercepts is that there is a minimum cutoff thickness for nucleating continental strike-slip faults. As previously discussed (section 4.2), the boundary conditions that drive strike-slip faulting in the analogue experiments are different from those assumed in the derivation of our stress-shadow model. Thus, the brittle-layer cutoff thickness values for each setting require different explanations.

In our stress-shadow model for crustal-scale strike-slip faulting, the regional shear stress ($\sigma'_r$) and shear fracture strength ($\tilde{Y}$) increase linearly with depth ($h$). The two quantities also have intercepts at the surface ($h = 0$), with their values equal to $C_0$ and $C_2$ as defined in equations (7) and (9). Although we assume $C_0 = C_2$ in our stress-shadow derivation, their difference may explain the minimum cutoff value for the observed fault spacing in continental settings (Fig. 7a). Given that the regional shear stress ($\sigma'_r$) and shear fracture strength ($\tilde{Y}$) also have different slopes, these two lines must intersect in the $\sigma'_r$ and $\tilde{Y}$ vs. $h$ plot (Fig. 8a). Thus, the portion of the shear stress curve below the strength curve defines the value for the minimum fault-spacing cutoff (i.e., $h_0$ in Fig. 8a). Although the above explanation may apply to crustal-scale strike-slip faults, it is clearly not applicable to the occurrence of...
strike-slip faults whose spacing is on the order of 10s to 100s m. These smaller scale faults are not controlled by the thickness of the brittle crust but rather local bedding thickness and/or reactivation of pre-existing fractures as commonly observed at outcrop scales (e.g., Aydin and Johnson, 1978; Segall and Pollard, 1983; Martel and Pollard, 1989).

In our analogue experiments, the effective fault-parallel shear stress (σ_{fp}) is not depth-dependent (Fig. 8c) (see section 4.2 and Supplementary Material). However, the vertically averaged shear fracture strength (\overline{\sigma}) of the sand/crushed walnut shells in our experiments does vary with \(h\) (Fig. 8c). For lower brittle-layer thickness values (\(h < 7\) cm), \(\sigma_{fp}\) is greater than \(\overline{\sigma}\) and parallel strike-slip faulting occurs (Fig. 8d). When \(h\) exceeds some critical thickness (i.e., \(h_{\text{max}}\) in Fig. 8c), the shear fracture strength \(\overline{\sigma}\) surpasses the fault-parallel shear stress \(\sigma_{fp}\) (i.e., \(\overline{\sigma} > \sigma_{fp}\)), and Riedel-shear fracturing is suppressed (Fig. 8d).

Our experiments show that Riedel-shear fractures are not created when the brittle-layer thickness is \(< 1\) cm for sand and \(< 3\) cm for crushed walnut shells (Fig. 5d). The fact that this minimum thickness, \(h_{\text{min}}\), varies for different density materials indicates that the vertical stress must play a controlling role in determining the condition that favors strike-slip faulting. We tentatively suggest that the reduction of the sand/crushed walnut shell thickness leads to a switch of the principal stress directions, from \(\sigma_{2}\) being vertical for the strike-slip regime when \(h > h_{\text{min}}\) to \(\sigma_{2}\) being horizontal for dip-slip fault regime when \(h < h_{\text{min}}\), which results in blind thrusting and folding rather than strike-slip faulting. Additionally, when the brittle layer is too thick (\(h > h_{\text{max}}\)), the vertically averaged shear strength (\(\overline{\sigma}\)) of the brittle layer is greater than \(\sigma_{fp}\), which suppresses strike-slip faulting. Strike-slip faulting does occur when \(h_{\text{min}} < h < h_{\text{max}}\). Note that the green arrows indicate the principal stress orientation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

\[
C_{\text{fp}} + \frac{1}{2} \mu_{h} \rho g h_{\text{max}} = \mu_{b} \rho g d \times \cos 2\theta
\]

The maximum cutoff thickness for the sand and crushed walnut shell experiments were \(~6\) cm and \(~7\) cm respectively. By incorporating the frictional properties of the experimental materials...
(Table 1) into equation (17), we can estimate \( d \). For both the sand and crushed walnut shell experiments, the calculated \( d \) value is \( \sim 0.04 \) m. Figs. 4b and 4c show that the boundaries of Riedel shear zones are 2–4 cm from basal-sliding plate center, which corroborates this result.

6.2. Effects of a diffuse brittle-ductile transition and fault healing on brittle-crust thickness

We previously assumed that the seismogenic zone thickness directly equates to the brittle-crust thickness. The seismogenic zone (L) likely consists of both a purely frictional-sliding-layer (\( h_f \)) and a transitional zone (\( h_{tr} \)) of frictional sliding and viscous creeping (Fig. 3), such that \( L = h_f + h_{tr} \). This diffuse brittle-ductile transition zone should have a maximum thickness of a few kilometers. Assuming that \( h_{tr} \) is relatively constant globally, a systematic overestimation of the brittle-crust thickness (\( h = h_f \)) by several kilometers in both Asia and California (Fig. 7) would affect the vertical-axis intercept of the \( S/h \) linear regression but the \( S/h \) slope should remain the same.

In addition, the fault cohesive strength may be locally greater than the crustal cohesive strength (i.e., \( C_1 > C_0 \)) due to fault healing effects (e.g., Tenthorey and Cox, 2006). Given equation (11), this condition would lead to a negative vertical-axis intercept on a \( S \) versus \( h \) plot (e.g., Fig. 7a). This seems counterintuitive but may be applicable to Asia and California where penetrative fracturing, expressed by the widespread off-fault seismicity (e.g., Chu et al., 2009; Hauksson, 2011), may have reduced the cohesive strength of the deforming crust. That is, the actively forming fractures away from through-going faults are mostly isolated, creating dead pores that are less likely to be healed by chemical precipitation than the well-connected fracture networks in active fault zones after major rupture events (Tenthorey and Cox, 2006). Thus, we may rewrite the seismogenic thickness \( L \) more completely as \( L = (h' + h_{tr}) + h_{fr} \), where \( h' \) is the effective brittle-ductile thickness and \( h_{fr} \) is the pseudo-brittle-crust thickness induced by fault healing. Only if \( h_{tr} = h_{fr} = 0 \) does the seismogenic thickness \( L \) equal the brittle-crust thickness \( h' = h \). Because the effects of fault healing and a diffuse brittle-ductile transition counteract each other, and any healing effects must be minor because the strike-slip faults are still active, we reasonably assume that \( L = h \) (Fig. 7a).

6.3. Formation of irregularly-spaced strike-slip faults

Northeast-striking right-slip faults in northern China are irregularly spaced at intervals ranging from \( \sim 100 \) km in the west to \( >500 \) km in the east (Yin et al., 2015). Equation (12) implies that irregularly spaced faults may be generated if the (a) strengths of the parallel faults are different, (b) fault-bounded crust has spatially varying shear strengths, and/or (c) thickness of the fault-hosting layer varies in laterally. The seismogenic thickness across North China varies from \( \sim 20 \) km in the west to \( >30 \) km in the east (Wang et al., 2013), which correlates with closer fault spacing in the west (Yin et al., 2015). Alternatively, spatially varying crustal strength or fault strength may locally affect faulting in northern China.

Related to such heterogeneities, the role of preexisting weaknesses in controlling fault spacing should not be underestimated. Major fault systems will inevitably exploit preexisting weaknesses (e.g., Segall and Pollard, 1983; Martel and Pollard, 1989) but an overarching fundamental mechanism controls the observed even spacing of active crustal-scale strike-slip faults (Fig. 1). Although the strike-slip faults in northern Tibet parallel Phanerozoic sutures (Zuza and Yin, 2016) and some of the strike-slip faults in California exploit preexisting normal faults (Dokka, 1989), most of the paral-

6.4. Role of the lower crust driving strike-slip faulting

Regional shear stress \( \sigma_{bc} \) (or \( \sigma_{bc}' \)) is a key parameter that drives faulting in the stress-shadow model (Fig. 3). In our derivation for continental strike-slip faults we assumed that \( \sigma_{bc}' \) equals \( \overline{\sigma}_{RR} \) (Fig. 3). Alternatively, distributed basal shear in a viscous lower crust may drive or influence the regional shear stress \( \sigma_{bc}' \) acting on the brittle crust (e.g., Roy and Rojean, 2000a, 2000b). Our sand–putty analogue experiments demonstrate how the rheological and/or geometric properties of the underlying viscous layer may affect brittle-layer fault spacing.

Interpretation of the two-layer brittle–viscous experiments is not as straightforward as the single-brittle-layer experiments. In section 4.2 we showed that although the boundary conditions for our experimental setup are different from our theoretical model (e.g., Fig. 3 vs. Fig. 4), the derived fault-parallel shear stress in our experiments, \( \sigma_{bc}' \), is equivalent to the regional shear stress, \( \sigma_{bc} \), of Fig. 3. The single-layer brittle-material experiments involved rate-independent frictional materials and a constant basal-sliding-plate velocity throughout all trials. This allows for investigation of the brittle-layer thickness versus fault spacing relationship (i.e., the \( S/h \) correlation in Fig. 4d) and for direct comparison of the experiments and our theoretical model, without including extra variables such as loading rate (i.e., basal-sliding-plate velocity). However, the brittle–viscous experiments involved a rate-dependent viscous-putty-layer with variable thicknesses and viscosities (Fig. 4e). Although all trials used a constant basal-sliding-plate velocity, the thickness and viscosity variations of the putty layer in these trials inversely and directly affected, respectively, the basal stress acting on the overlying frictional-sand layer. Thus, even with a constant basal-sliding-plate velocity, the basal loading rate acting on the sand layer varied for experiments with different putty thicknesses and viscosities, and therefore direct quantitative comparison between the putty-layer experiments is not possible. In viewing Fig. 4e, we emphasize that the three sets of trials with similar viscosities and putty thicknesses involve minor differences in different basal loading rates. Even though the time-dependent viscous layer complicates our analysis, the linear \( S/h \) relationship for each set of trials with similar initial conditions (e.g., putty thickness or viscosity) gives us some confidence that our results provide meaningful qualitative insight into how an underlying viscous layer affects deformational processes in the overlying frictional layer.

The viscous putty may affect the \( S/h \) slope in the overlying brittle layer in several ways: (1) the viscosity and/or thickness of the putty controls the basal shear stress acting on the brittle materials, (2) distributed basal loading causes a variable-width basal shear zone, and/or (3) the frictional interaction at the sand-putty interface affects the basal-shear stress acting on the overlying brittle materials (i.e., coupling between the viscous and brittle layers). As described below, these first two scenarios do not appear to dominantly control fault spacing in the overlying brittle layer.

The viscosity and thickness parameters of the viscous putty should be proportional and inversely proportional to the maximum basal shear stress driven by motion within the underlying viscous material, respectively. Experiments with thicker and/or lower viscosity putty will have a lower possible basal shear stress, whereas thinner and/or higher viscosity putty layer should generate a higher basal shear stress. Fig. 4e shows the results of our trials using putty layers with different viscosities and thicknesses. If these viscous-layer properties directly affect brittle-layer fault spacing, then the observed \( S/h \) slope should vary systematically according to our stress-shadow model. That is, thicker and/or lower viscosity putty trials (i.e., lower basal shear stress) should
have a steeper \( S/h \) relationship, whereas thinner and/or higher viscosity putty experiments (i.e., higher basal shear stress) should result in a shallower \( S/h \) slope (e.g., Figs. 3 and 5). Our experiments do not show these systematic variations (Fig. 4e). The thicker/less viscous putty experiments yield the shallowest \( S/h \) slopes (i.e., blue squares in Fig. 4e). Conversely, the thinner and/or more viscous putty experiments yield steeper \( S/h \) slopes (i.e., green and red symbols in Fig. 4e).

Based on our understanding of the stress-shadow mechanism as it relates fault spacing to basal stress (see section 4.2 and Supplementary Material), fault-parallel shear stress \( \sigma_{fp} \) is a function of \( d \) and \( \mu_b \) as in equation (16). If distributed basal loading across a ductile shear zone affects brittle-layer fault spacing, we would expect that the viscous-layer experiments would involve relatively distributed basal shear when compared to the granular material-only trials. This would lead to a decreased \( d \) value in equation (16) and thus an increased \( S/h \) slope, which is not observed (Fig. 4e).

The coefficient of friction between the sand and putty (i.e., \( \mu_b \) of equation (16)) is 0.73, which is higher than for sand against sandpaper (Table 1). The higher \( \mu_b \) for the sand–putty experiments should lead to a reduced \( S/h \) slope, which is observed in the sand–putty experiments (Fig. 4e). Furthermore, all else being equal, equation (16) predicts that given the measured \( \mu_b \) values for each set of experiments (Table 1), the sand-only experiments will have a \( S/h \) slope that is \( ~1.3 \) times that of the sand–putty experiments. This slope difference is observed: the 0.68 \( S/h \) slope for the sand-only experiments is \( ~1.2–1.3 \) times the \( ~0.52 \) slope for the sand–putty experiments (Figs. 4d and 4e). These results suggest that the friction coefficient at viscous–brittle layer interface (i.e., the coupling between the two layers) affects the strike-slip fault spacing in the brittle layer more than the effects of the distributed basal shear by the viscous layer or the rheological variations of this viscous layer. These findings contrast the viscoelastic models of Roy and Royden (2000a, 2000b).

Although we present a linear stress-shadow model, our general solution can be modified for other values of \( m \) and \( n \). For example, the addition of a viscous layer may make our assumed simple linear relationship more complex, and future work is needed to explore other possible nonlinear solutions that may ultimately be useful for understanding the shear-stress distribution in two-layer viscous–brittle systems. However, we assert that the observed linear relationship between fault spacing and brittle-layer thickness in both our analogue experiments and crustal-scale strike-slip faults validates our application of a linear stress-shadow model to continental strike-slip faults.

6.5. Estimates of absolute fault friction from fault spacing and seismogenic zone thickness

The observed difference in \( S/h \) slope between Asia and California must reflect differences in how the faults interact with one another and with the fault-bounded crust. Based on equation (12) and assuming that the crustal internal coefficient of friction \( \mu_{cr} \) for both continents is the same, the steep \( S/h \) slope observed in Asia may result from a lower magnitude of effective fault friction \( \mu_{eff} \), a higher magnitude regional shear stress, or a combination of factors.

In California, the seismogenic thicknesses of the relatively stable Western Transverse and Central Valley–Sierra regions were compared with the \( L \) values of the adjacent deforming regions (Fig. 6) to estimate \( \alpha = H/h \) values of 1.05 to 1.2. Using regionally averaged \( \alpha = 1.1 \) and \( \mu_{eff} = 0.24 \) values, we find that the closely spaced faults in the eastern San Andreas fault system are stronger at \( \mu_{eff} = 0.18–0.22 \) than the widely spaced faults in the western San Andreas fault system at \( \mu_{eff} = 0.15–0.18 \) (Fig. 7c). Because of the sparser data in Asia, we are unable to resolve between the internal variation of seismogenic zone thickness in a single strike-slip domain (\( H \)) and its difference from the seismogenic zone thickness of its bounding regions (\( h \)). We take this to indicate \( \alpha = H/h \approx 1.0 \). Available earthquake data near the edges of the central Asia strike-slip domain yield an \( \alpha \) value of \( ~1.03 \). Using this value for all the strike-slip systems in Asia, we find their strength to be weaker \( (\mu_{eff} = 0.10–0.20) \) than the fault strength in the San Andreas system \( (\mu_{eff} = 0.15–0.22) \) (Figs. 7b and 7c). The weak faults in Asia and relatively stronger faults in California are consistent with existing fault-strength studies (e.g., Bird and Kong, 1994; Vernant and Chéry, 2006; Fay and Humphreys, 2006; Humphreys and Coblenz, 2007; He and Chéry, 2008). Note that if our assumption of \( n = m = 1 \) in equation (4) is incorrect, and these values both equal 2 (i.e., similar to the LEFM stress-distribution solution), then the corresponding \( \mu_{eff} \) estimates for faults in both California and Asia would decrease; all would be \( <0.10 \).

The San Andreas transform fault boundary and Asia both experience large strike-slip earthquakes (Figs. 1a and 1b). The relatively weak faults in Asia (Fig. 7c) may explain the long-puzzling observation that active deformation induced by the indentation of India extends \( ~3500 \) km north of the Himalaya (Fig. 1b). Specifically, the weakest faults in Asia (i.e., in Central Asia and northern Tibet) (Fig. 7c) are also the farthest from the Asia–Asia collisional front, which permits intra-continental deformation to occur within the Asian interior. The slipperier faults in Asia make them sensitive to minor changes in crustal stress magnitude, which explains why the Asian interior is prone to large \( (M > 7.0) \) devastating strike-slip earthquakes (Fig. 1b). The weaker faults in both locations can be readily explained by their hosting crustal compositions containing friction-reducing clays and hydrated phyllosilicates (e.g., Collettini et al., 2009): central Asia is dominated by flysch complexes (e.g., Sengör et al., 1993) and the western San Andreas system is dominated by mélange and forearc materials (e.g., Dickinson, 1981). Constraining fault strength is critical in modeling continental deformation (Bird and Kong, 1994) and earthquake mechanics (Console et al., 2015), and this work provides an additional method of estimating this critical parameter.

7. Conclusions

In this study we have shown that strike-slip fault spacing is linearly proportional to brittle-layer thickness in nature and scaled analogue experiments. Specifically, this relationship can be quantified as a function of brittle-crust thickness, fault strength, and regional stress state with our newly developed stress-shadow model. The application of this model using seismogenic zone thickness and fault spacing reveals that the closely spaced faults in the eastern San Andreas system are stronger than the widely spaced faults in the western San Andreas system. Furthermore, we find that the average friction coefficient of active strike-slip faults in the India–Asia collision orogen is lower than that of faults in the San Andreas transform system.
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